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Abstract

The theoretical literature of industrial organization shows that the distances be-
tween consumers and firms have first-order implications for competitive outcomes



1 Introduction

In many industries, firms are geographically differentiated and transportation is costly. Yet

few empirical studies estimate structural models of spatial differentiation. We attribute

this dearth of research to a simple data availability problem: the most straight-forward

way to identify the degree of spatial differentiation – or, equivalently, the magnitude of

transportation costs – is to measure how firms’ market shares differ between nearby and

distant consumers. But this requires data on the geographic distributions of the market

shares. These data are difficult to attain and, indeed, we are unaware of any study that

exploits variation in market shares over geographic space.

The data availability problem is only exacerbated for industries characterized by spatial

price discrimination because it becomes necessary to account for the geographic distributions





markets.4 These assumptions preclude inference regarding spatial differentiation because

the transportation cost cannot be estimated structurally. Further, markets tend to be delin-

eated based on political borders of questionable economic significance such as state or county

lines. Yet this approach has been employed routinely to study of industries characterized by





the geographic distribution of market shares at each candidate parameter vector. (These

market shares have convenient analytical solutions given the assumed logit demand func-

tion.) The estimation procedure then selects the parameters that bring the implied equi-

librium firm-level prices close to the data. By contrast, Davis (2006) and McManus (2009)

exploit variation in firm-level prices and sales. They derive predicted sales in a number of



3 The Model of Price Competition

3.1 The geographic space

We define the relevant geographic space to be a compact, connected set C in the Euclidean

space R2. We take as given that J plants compete in the space, and assume that each plant

is endowed with a fixed location defined by the geographic coordinates {z1, z2, . . . , zJ}, where

zj ∈ C. We further take as given that a continuum of consumers spans the space, and assume

that each consumer has unit demand and a fixed location w ∈ C





Figure 1: A Geographic Space.



















Figure 2: Portland Cement Production Capacity in the U.S. Southwest circa 2003.

imports. The similarity of the two imports measures we plot in Figure 3 – actual foreign

imports and consumption minus production (“apparent imports”) – reveals that net trade

flows between the U.S. Southwest and other domestic regions are negligible. Other statistics

published by the USGS are strongly suggestive that gross trade flows are also negligible.
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Figure 3: Consumption, Production, and Imports of Portland Cement. Apparent imports are defined as
consumption minus production. Observed imports are total foreign imports shipped into San Francisco, Los
Angeles, San Diego, and Nogales.

Census response rates are typically well over 90 percent, and the USGS staff imputes missing

values for non-respondents based on historical and cross-sectional information.16 The USGS

aggregates the census data to the “regional” level before their publication in the Minerals

Yearbook in order to protect the confidentiality of survey respondents. We observe the

following endogenous data:

• Average mill prices (weighted by production) charged by plants in each of three regions:

Northern California, Southern California, and a single Arizona-Nevada region.

• Total production by plants in the same three regions.

• Consumption in each of four regions: Northern California, Southern California, Ari-

zona, and Nevada.

We also rely on the Minerals Yearbook for information on the price and quantity of portland

cement that is imported into the U.S. Southwest.

We make use of more limited data on cross-region shipments from the California Let-

ter, a second annual publication of the USGS. The level of aggregation varies over the

16The quality of the census has long generated interest among researchers. Other academic studies that
feature USGS data include McBride (1983), Pnian(t)-1.36 l S Q BT /F12 6.9i(1983.



sample period, some data are redacted to protect sensitive information, and no information

is available before 1990. For instance, we observe shipments from producers in California

(Northern and Southern) to consumers in Northern California over 1990-2003, but shipments

from California to Nevada only over 2000-2003. There are 96 data points in total.

The Plant Information Survey (PIS), an annual publication of the Portland Cement



We augment the theoretical model by letting domestic plants compete against a com-

petitive fringe of foreign importers, which we denote as “plant” J + 1. We place the fringe

in geographic space at the four customs offices of the U.S. Southwest. Consumers pay the

door-to-door cost of transportation from these customs offices. We rule out spatial price dis-





To perform the normalization, we regress regional portland cement consumption on

the demand predictors (aggregated to the regional level), impute predicted consumption at

the county level based on the estimated relationships, and then scale predicted consumption

by a constant of proportionality to obtain potential demand.20 The results indicate that

potential demand is concentrated in a small number of counties. In 2003, the largest 20

counties account for 90 percent of potential demand, the largest 10 counties account for

65 percent of potential demand, and the largest two counties – Maricopa County and Los

Angeles County – together account for nearly 25 percent of potential demand. In the time-

series, potential demand more than doubles over 1983-2003, due to greater activity in the

construction sector and the onset of the housing bubble.

6.2 Estimation









the standard deviation of each equilibrium price across the eleven starting points. (So

there are 1,260 standard deviations for a typical equilibrium price vector of 1,260 plant-area

elements.) The results indicate that the maximum standard deviation, over all candidate

parameter vectors and all plant-area prices, is zero to computer precision. Thus, the Monte

Carlo experiment finds no evidence of multiple equilibria. This may be unsurprising because,

theoretically, uniqueness is ensured for two close cousins of our model: nested logit demand,

convex marginal costs, and single-plant firms (Mizuno 2003), and logit demand, sufficiently

increasing marginal costs, and multi-plant firms (Konovalov and Sándor 2010).

6.5 Key empirical relationships

Although the estimation routine relies on strong functional form assumptions on demand

and marginal costs, it is nonetheless possible to visualize the key empirical relationships that

drive the parameter estimates. We explore these relationships in Figure 4.

On the demand side, the price coefficient is primarily determined by the relationship

between the consumption and price moments. In panel A, we plot cement prices and the ratio

of consumption to potential demand (“market coverage”) over the sample period. There is

weak negative correlation, consistent with downward-sloping but inelastic aggregate demand.

Next, the distance coefficient is primarily determined by (1) the cross-region shipments

moment, and (2) the relationship between the consumption and production moments. We

plot the gap between production and consumption (“excess production”) for each region in

panel B. In many years, excess production is positive in Southern California and negative

elsewhere, consistent with inter-regional trade flows. The magnitude of these implied trade

flows drives the distance coefficient. Interestingly, the implied trade flows are higher later in

the sample, when the diesel fuel is less expensive.

On the supply side, the parameters on the marginal cost shifters are primarily deter-

mined by the price moments. In panel C, we plot the coal price, the electricity price, the

durable-goods manufacturing wage, and the crushed stone price for California. Coal and

electricity prices are highly correlated with the cement price (e.g., see panel A), consistent

with a strong influence on marginal costs; inter-regional variation in input prices helps dis-

entangle the two effects. It is less clear that wages and crushed stone prices are positively

correlated with cement prices. Finally, the utilization parameters are primarily determined

by (1) the relationship between the production moments (which determine utilization) and

the consumption moments, and (2) the relationship between the production moments and

the price moments. We explore the second source of identification in panel D, which shows
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Figure 4: Empirical Relationships in the U.S. Southwest. Panel A plots average cement prices and market
coverage. Prices are in dollars per metric tonne and market coverage is defined as the ratio of consumption
to potential demand (times 100). Panel B plots excess production in each region, which we define as the gap
between between production and consumption. Excess production is in millions of metric tonnes. Panel C
plots average coal prices, electricity prices, durable-goods manufacturing wages, and crushed stone prices in
California. For comparability, each time-series is converted to an index that equals one in 2000. Panel D
plots the average cement price and industry-wide utilization (times 100).

cement prices and industry-wide utilization over the sample period. The two metrics are

negatively correlated over 1983-1987 and positively correlated over 1988-2003.

7 Empirical Results

7.1 Demand estimates and transportation costs

Table 2 presents the parameter estimates of the GMM procedure. The price and distance

coefficients are the two primary objects of interest on the demand side; both are negative and

precisely estimated.26 The aggregate elasticity implied by the price coefficient is −0.16 in the

26The other demand parameters take reasonable values and are precisely identified. The negative coefficient
on the import dummy is likely due to the fact that observed import prices do not reflect the full price of
imported cement (see Appendix D). The inclusive value coefficient suggests that consumer tastes for the
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Table 2: Estimation Results

Variable Parameter Estimate St. Error

Demand
Cement Price βp -0.087 0.002
Miles×Diesel Price βd -26.42 1.78
Import Dummy βi -3.80 0.06



Figure 5: Equilibrium Prices and Market Shares for the Clarksdale Plant in 2003. The Clarksdale plant is
marked with a star, and other plants are marked with circles.

find that portland cement is shipped an average of 92 miles, that 75 percent of portland

cement is shipped under 110 miles, and that 90 percent is shipped under 175 miles.28

Firms appear to exercise some degree of localized market power. To illustrate, we

map the prices and market shares of the Clarksdale plant that correspond to numerical

equilibrium in Figure 5. We mark the location of the Clarksdale plant with a star, and mark

other plants with circles. As shown, the Clarksdale plant captures more than 40 percent

of the market in the central and northeastern counties of Arizona. It charges consumers

in these counties its highest prices, typically $80 per metric tonne or more. Both market

shares and prices are lower in more distant counties, and in many counties the plant captures

less than one percent of demand despite steep discounts. The locations of competitors also

influence market share and prices, though these effects are more difficult to discern.

We explore these relationships more rigorously with regression analysis. We regress

prices and market shares on three independent variables: (1) the distance between the plant

and the county, (2) the distance between the county and the nearest other domestic plant,

28The average shipping distance fluctuates between a minimum of 72 miles in 1983 and a maximum of 114
miles in 1998, and is highly correlated with the diesel price index.

29



and (3) the estimated marginal cost of the plant. Among plant-county pairs within 100

miles, a 10 percent reduction in distance is associated with prices and market shares that

are 0.9 percent and 14 percent higher, respectively; and a 10 percent reduction in the distance

separating the county from its the closest alternative is associated with prices and market

shares that are 0.7 percent and 11 percent lower, respectively. Each of these patterns is

statistically significant at the one percent level.29

7.2 Marginal cost estimates

We estimate marginal costs to be $69.40 in the mean plant-year (weighted by production). Of

these marginal costs, $60.50 is attributable to costs related to coal, electricity, labor and raw

materials, and the remaining $8.90 is attributable to high utilization rates. Integrating the

marginal cost function over the levels of production that arise in numerical equilibrium yields

an average variable cost of $51 million. Virtually all of these variable costs – 98.5 percent – are

due to coal, electricity, labor and raw materials, rather than due to high utilization. Thus,

although capacity constraints may have substantial affects on marginal costs, the results

suggest that their cumulative contribution to variable costs can be minimal. Taking the

accounting statistics further, we calculate that the average plant-year has variable revenues

of $73 million and that the average gross margin (variable profits over variable revenues) is

0.32. As argued in Ryan (2009), margins of this magnitude may be needed to rationalize

entry given the sunk costs associated with plant construction.30,31

Finally, we discuss the individual parameter estimates shown in Table 2, each of which

deviates somewhat from production data available from the Minerals Yearbooks and EPA

(2009). To start, the coal parameter implies that plants burn 0.64 tonnes of coal to produce

one tonne of cement, whereas in fact plants burn roughly 0.09 tonnes of coal to produce

each tonne of cement. The electricity parameter implies that plants use 228 kilowatt-hours

per tonne of cement, whereas the true number is closer to 150. Each tonne of cement

requires approximately 0.34 employee-hours yet the parameter on wages is essentially zero.

29We refer the readers to the working paper for more details on this regression.
30Lafarge North America, one of the largest domestic producers, reports an average gross margin of 0.33
over 2002-2004 in its public accounting records.

31Fixed costs are well understood to be important for production, as well. The trade journal Rock Prod-
ucts reports that high capacity portland cement plants incurred averaged $6.96 in maintenance costs per
production tonne in 1993 (Rock-Products (1994)). Evaluated at the production levels that correspond to
numerical equilibrium in 1993, this number implies that the average plant would have incurred $5.7 million
in maintenance costs relative to variable profits of $17.7 million. Our results suggest that the bulk of these
maintenance costs are best considered fixed rather than due to high utilization rates. Of course, the static
nature of the model precludes more direct inferences about fixed costs.

30



Lastly, the crushed stone coefficient of 0.29 is too small, given that roughly 1.67 tonnes of

raw materials are used per tonne of cement. We suspect that these discrepancies are due to

measurement error in the data.32 Alternatively, they may be due to a failure of identification

(e.g., see Section 6.3) or due to the implicit assumption that plant productivity is fixed over

the sample period – it seems clear that the renegotiation of onerous labor contracts improved

productivity in the 1980s (e.g., Northrup (1989), Dunne, Klimek, and Schmitz (2009)).

7.3 Regression fits







Figure 8: Loss of Consumer Surplus Due to a Hypothetical Merger between Calmat and Gifford-Hill

mitigates consumer harm in Southern California but do little to reduce harm in Maricopa

County. Additional counterfactual exercises indicate that a two-plant divestiture is needed

if this harm is to be mitigated as well.

7.5 Comparison to market delineation

In the introduction, we argue that the market delineation model imposes awkward theoret-

ical assumptions. We now contrast some of our results to those of Ryan (2009), a recent

paper that uses market delineation in a study of the portland cement industry. In partic-

ular, we point out that our approach generates distinctly different estimates of aggregate

elasticity than does the market delineation approach. The discrepancy is consistent with the

notion that our estimation strategy may sometimes provide more reasonable results than

conventional approaches, and that these differences can be sizeable.36

36The discrepancy does not diminish the substantial contribution of Ryan (2009), which estimates an in-
novative dynamic discrete choice game and focuses primarily on the dynamic parameters;micipm(h.)-41736



Ryan makes the common assumptions that demand has constant elasticity and supply

is Cournot within each market. He estimates the aggregate elasticity to be −2.96, which

is quite different than our estimate of −0.16. The difference is entirely due to specification

choices – the constant elasticity demand system produces an aggregate elasticity of −0.15

once housing permits are included as a control.37 However, Ryan cannot use the inelastic

estimate because, within the context of Cournot competition, it would imply that the firm

elasticities are small to be consistent with profit maximization. This occurs because the

Cournot model restricts each firm elasticity to be linearly related to the aggregate elasticity

according the relationship ej = e/sj, where ej, e, and sj denote the firm elasticity, the

aggregate elasticity, and the firm market shares, respectively. Further, Ryan cannot use the

nested logit system to divorce the firm elasticities from the aggregate elasticity (as we do)



production. We are enthused by the breadth of opportunity.
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Table 3: Consumption, Production, and Prices

Description Mean Std Min Max

Consumption
Northern California 3,513 718 2,366 4,706
Southern California 6,464 1,324 4,016 8,574
Arizona 2,353 650 1,492 3,608
Nevada 1,289 563 416 2,206

Production
Northern California 2,548 230 1,927 2,894
Southern California 6,316 860 4,886 8,437
Arizona-Nevada 1,669 287 1050 2,337

Domestic Prices
Northern California 85.81 11.71 67.43 108.68
Southern California 82.81 16.39 62.21 114.64
Arizona-Nevada 92.92 14.24 75.06 124.60

Import Prices [excludes duties and grinding costs]
U.S. Southwest 50.78 9.30 39.39 79.32
Statistics are based on observations at the region-year level over
the period 1983-2003. Production and consumption are in thou-
sands of metric tonnes. Prices are per metric tonne, in real
2000 dollars. Import prices exclude duties. The region labeled
“Arizona-Nevada” incorporates information from Nevada plants
only over 1983-1991.
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simplex methods such as simulated annealing and the Nelder-Mead algorithm, as well as

quasi-Newton methods such as BFGS. We implement the minimization procedure using the

nls.lm function in R, which is downloadable as part of the minpack.lm package.

We compute numerical equilibrium using Fortran code that builds on the source code

of the dfsane function in R. The dfsane function implements the nonlinear equation solver

developed in La Cruz, Mart́ınez, and Raydan (2006) and is downloadable as part of the






