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>>JOEL WINSTON    

 
Welcome to the FTC and our workshop on Proof Positive: New Directions for ID 

Authentication.  I’m Joel Winston, Associate Director of the Division of Privacy and Identity 
Protection at the FTC. It is my pleasure and honor to introduce Chairman Deborah Majoras of 
the FTC. Chairman Majoras was sworn in in August 2004 as chairman of the FTC, and among 
many other achievements and honors she is serving currently as co-chairman of the President’s 
Identity Theft Task Force that was established back last year.  So without further ado, Chairman 
Majoras. (Applause.) 

 
>>CHAIRMAN DEBORAH MAJORAS 

 
Well, thank you very much Joel, and good morning everyone and welcome to 

Washington and to the FTC.  Your presence here, whether here in person or via the webcast, is 
very, very important.  While strengthening the authentication process offers great promise for 
reducing the misuse of consumer data it will require a lot of creative minds and a great deal of 
coordination.  

 
A short time ago it was reported to the FTC that a soldier returned home from 

deployment in Afghanistan and tried to access his credit card online.  When he was denied 



 
Now any discussion of authentication is inevitably going to revolve around technology, 

and a quick scan of our agenda over the next two days would support that conclusion.  But we 
must always remember that the workshop is about consumers and how we in government, you in 
industry, can use technology to protect them from identity theft.   

 
No one would argue, of course, that identity theft only harms the individual consumers.  



purposes, this number has evolved into a widely used identifier adopted by the public and the 
private sectors to identify consumers and match information to them and it has been very useful 
in doing that.   

 



more difficult for criminals to get the information they need to steal identities is one critical piece 
of an overall strategy to attack ID theft. Making it more difficult for criminals to misuse the 
information if they do obtain it is another.  We can do this by improving our identification and 
authentication systems so that identity thieves will not be mistaken for the persons they’re trying 
to impersonate.  

  
When I think about that soldier who returned home from Afghanistan, the point that 

stands out in my mind is how bewildered he was at the ease with which someone could be taken 
for him, or better yet mistaken for him.  We owe him and all of our consumers an obligation to 
make identity theft as difficult a crime to commit as possible.   

 



ideas for moving forward to address these issues.  To that end, we hope that if an idea occurs to 
you that you will note it on this page and then raise it in panel 7.  So we encourage you to do 
that.   
 

We also hope to draft a report based on this workshop and we’d be interested in any 
additional observations or comments you may have.  Comments can be posted via the workshop 
website, which is accessible at www.ftc.gov

http://www.ftc.gov/




through the London School of Economics and through hundreds of organizations and 
individuals, that the government was wrong.  And I’m glad to say that after three years and 
something like $120 million of public money, they have now agreed with us. (Laughter.) 
 

Which is why what we want to focus on is process.  What you will see over the next two 
days is a showcase of ideas, of technologies, of initiatives.  And I would say don’t treat this as a 
competition at this early stage.  It’s not.  Take a look at the process.  Because that is the one 
driving force which will determine the success or the destruction of a good national initiative.  In 
every country where identity has been successful and applauded by citizens and even by privacy 
groups, process has been the single most important element in every decision you make.  In 
everything that you determine, you consider the way that you go about the process.   
 

We call it the 5 Ds.  You see it in the paper that Naomi mentioned.  It’s not just the 
question of saying we’ve got to have it for the sake of appearances or the noble objectives that 
we want to set out, we want to have an identity policy come what may.  You end up with a 
situation, I don’t want to be begrudging to our hosts here, but you end up with a situation like we 
have out here with the identity requirement at the front desk.  Which is —  yes, there is an edict 
from the Federal Government.  There is an edict that has established as almost a truism that we 
have to improve security in federal buildings.  But, honestly, I can go to Kinko’s and get a 
picture of a dog with my name on it and it will be totally acceptable because the box can be 
ticked.   
 

Let’s say that we wanted to establish an identity for this building, an identity policy.  It 
would involve a process that will be long, it will be consultative, it will be integrated and what 
we would end up with is a system that actually works.  It functions so that all stakeholders 
benefit.  Of course, I’m not singling out the FTC here.  I got the DHS last month.  I don’t carry 
identity for this very reason.  I want to see what the effect is if I don’t have identity.  In the end, I 
just walk through because it was just too much trouble, frankly, to deal with the identity 
requirement.  So I think at a national level what we’re dealing with is something that, at this 
building level, is as patently obvious as a series of challenges and processes that needs to be gone 
through. 
 

Now, this is complex.  And as I say, we are privacy advocates first and foremost.  And 
privacy is going to be one of the key issues that you deal with.  In fact, it’s the killer aspect.  Gus 
will talk shortly about the political risks associated with identity policy.  And of course, the 
political rewards —  and by political, of course



huge gulf between the two.   
 

And we take just some of these complex issues—technology, the application of 
technology, the interface with the individual, how do you get the take-up, for example, how do 
you get trust.  The one thing that we can guarantee you, and what we want to discuss as we move 
through this conference, is the idea that if you have adequate the first D—discourse—at the 
government level, at a key stakeholder level, you move through to the dialogue and the 
deliberation with the public at large.  
 

If you have a decision-making process which is structured, accountable, transparent, you 
move to a design process that loops back constantly to make sure that your technology meets 
your objectives, that meets all the criteria, and then finally a delivery which has in mind the 
bottom line.  Does this work?  Will people accept it?  Does it function according to 
specifications?  Can it deliver the objectives that were set out for it?  In the paper we talk about 
these 5 Ds. How in every successful implementation of identity across the world, those 5 Ds 







the debates around identity policy. 
 

These policies are highly complex.  They involve advanced technologies, and as a result, 
involve serious costs.  When the United Kingdom government first introduced ID cards as a 
concept, they said, oh look, this won’t cost that much.  It’ll be 1.3 billion pounds, which was, at 
the current exchange rate, about 3 billion U.S. dollars over a 10-year period.  That’s what they 
promised.  Only that much over a 10-year period.  Within months they revised it to 3.8 billion 
pounds. And within months after that it was 5.8 billion pounds. 
 

When the London School of Economics did an assessment of the government’s plan for 
the identity cards act we actually found that when the government was speaking about 5.8 billion 
pounds, they were only talking about the costs to that one department, the Home Office.  Not the 
Department of Justice.  They weren’t talking about how much it would cost the drivers licensing 
organization.  They weren’t talking about how much it would cost the Work and Pensions 
departments and the Health departments and so on and so forth.  They were only budgeting for 
themselves.  And it becomes very, very expensive.  
 

In our estimates, we predicted a cost of about three times as much.  And the government 
was very angry at us and started calling Simon particularly a lot of bad names, which is quite 
easy to do so.  Eventually they realized, in fact, it is actually true.  It is going to cost more.  And 
when the costs go up, there are political ramifications.   
 

Again, it returns back to the political.  People in the United Kingdom now say maybe 
there’s a bit of a point behind identity cards, but the costs are ridiculous.  And this cost idea is 
not going to go away.  As this scheme gets implemented, the costs are going to be realized more 
and more and the global support will continue to drop. 
 

So we have seen situations in the United States where the cost argument just either comes 
up through studies or just in political debate.  So I don’t think any of these stories are a surprise 
to anybody.  The first being the anti-terrorism identification program for workers and the second 
being the cost of Real ID becoming a controversy in the United States. 
 

Who governs and owns the policies, and thus risk?  In the United Kingdom, the 
government was adamant that the policy would belong to the Home Office.  That is the 
Department of Justice equivalent.  And so as a result, the system of design was very much law 
enforcement-oriented.  It involved a collection of all 10 fingerprints, two iris scans, and a facial 
scan of every single person in the United Kingdom.  Actually it is the most technologically 
advanced, and some would say civil liberties-hazardous, scheme around the world because most 
other governments with ID policies—national ID policies in particular—these are administered 
through other government departments, ones that are more citizen-focused or tax-focused.  And 
so when you have schemes developed by these other government departments, the actual 



being run by the Home Office, that means they want to fingerprint every single individual.  My 
mom’s going to get fingerprinted. My grandma’s going to get fingerprinted.  Everyone in my 
family is going to get fingerprinted.  And as a result, political risks arise all over again.  It 
matters who owns it and who designs it.  There is a very strong link between those two. 
 

And then inevitably we come to the final risk that we’ve identified.  That is privacy.  And 
I can’t and I won’t harp on about privacy too much because I think everybody really understands 
that this is really —  this is the battleground right here about privacy.  This is a transformation of 
the relationship between the citizen and the state when you introduce a new identity policy.  That 
language emerged in every single debate around the world about identity cards and identity 
policy —  a transformation between the relationship between the individual and the state. 
 

Simon was saying that you can create an identity policy that’s citizen-centered.  But you 
can also create an identity policy that puts the citizen at the center of a massive surveillance 
infrastructure where you have every government department, even the private sector, actually, 
looking in on the individual and able to track their movements and transactions and so on and so 
forth.  It’s very dangerous.   
 



deliberation, it is really crucial that you identify —  this is where this workshop is important – 
identify what it is you actually want to achieve 



why I don’t have a driver’s license because I’m short sighted, which also means I can’t do an iris 
scan, which is good. 
 
>>AUDIENCE MEMBER 
 

About five times you’ve mentioned countries that have done it right. Do you want to give 
us three or four names of countries that have done the right thing and can you tell us why? 
 
>>SIMON DAVIES 
 



identifiers that individual has for every government department.  So again the individual gets to 
have control over which identifiers are in place there.   
 

So when they go to get their health services, they use the unique identifier as issued by 
the health department and the same for when they get their pensions, and so on and so forth.  We 
have also seen a more advanced form of that policy emerge in British Columbia from the 
Ministry of Health, which is creating a user-focused identity scheme where I get issued with an 
online identity.  And if I want to link that online identity with my driver’s license, I can do that.  
And I can also link it to my passport if I want to.  But I don’t have to.  It’s not mandatory.  So 
you can have a simple, relatively, quite simplistic identity for online authentication for getting 
access to healthcare services, but you can actually fortify it with linkages to other identity 
infrastructures.  But it’s all, again, up to the individual to do that.  There’s no punitive or 
compliance-based policy in order to enforce that.  
 
>>SIMON DAVIES 
 

Could I just add one thing, though, to what you said there?  It’s not necessarily the case 
that you need something to be added to the equation like an identity system or an identity card or 
a register or a biometric.  It might just be—I hope this is being addressed at this conference at 
some length—that you actually need to take something away that is causing a problem.  I mean, 
we take a look at the Social Security number here.  We have 20 years now been aghast that it 
seems to be this beast out of control. 
 

You could, for instance, create invisibility of the SSN through a token.  Then add a 
credential, which could be validated against the individual, and if you want to tackle identity 
theft of course.  So you’re not loading some onerous requirement over the population.  You are 
taking away something that is perhaps doing active damage, for example, in the domain of 
identity theft. 
 

So I think there’s two hemispheres to this equation.  The SSN is certainly a key, in our 
view, and some real focus on that over the coming months would I think be very beneficial. 
 
>>AUDIENCE MEMBER 
 

Could I ask you to comment on and perhaps amplify the distinction between identity and 
the system for tokens that requires validation?  I think you have commented on that, but I have 
seen that as one of the fundamental issues in the United States as we look at [inaudible] of Social 
Security.  Perhaps you might comment on what is



 
No, you go right ahead. 

 
>>SIMON DAVIES 
 

Well this is the distinction between tokens, identity, verification, authentication. The 
terminology is actually crucial. 
 

Often what we talk about when we talk about identification is in fact just verification or 
authentication.  We’ve been dealing with this, in fact we’ve been talking a lot to the 
UK government over this.  How do you actually have minimal identification and actually move 
the authentication as your primary source of validation, if you like?  I don’t think any country 
wants a top-heavy system where every time you want to conduct a transaction, you have to 
identify yourself. 
 

Now if, for example, you were to say, you get any number of examples around the 
world—biometrics, you’re ultimately going to have to deal with biometrics, fingerprinting, iris 
scanning, you are going to have to deal with this front on.  We have this view of biometrics.  Be 
very careful, because as you know, biometrics is an emerging technology.  It’s constantly 
changing.  It’s under a considerable sort of weight or challenge.   
 

But if you were to, for example, say to the citizen you are in control of the verification 
process because you can choose whichever biometric you want to place on a token, we will 
validate the token through, let’s say, a government private certificate so that you know the token 
is genuine, whatever that token is.  The citizen can then either—well, we say a PIN number is 
probably no particular use.  But with a biometric, a single fingerprint that the citizen controls, 
that the citizen can revoke, you can possibly have a triangulation there which isn’t privacy 
invasive but which actually does have a full validation spectrum to it.   
 

That’s the sort of thing hopefully that we’ll be dealing with throughout the next two days, 
that type of technology.  It’s not that complex, though it probably is that costly in monetary 
terms.   
 
>>GUS HOSEIN 
 

I’m afraid we don’t have any more time for any more questions.  But Simon and I will be 
around for the rest of the workshop.  And we’re running two of the breakout sessions tomorrow.  
We’re happy to discuss these ideas further and our discussion paper goes into much more detail 
about some of the issues that we raised today.  So thank you for your attention. 
(Applause.) 
 

PANEL 2 
 
>>NAOMI LEFKOVITZ 
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be talking about a lot in the next two days is trust.  And so I want to start off by talking a little bit 
about how people make trust decisions.  In particular, I want to talk about consumers and trust.  
My background is in psychology, so I want to talk a little bit about psychology.  How do people 
make trust decisions?  And why is this important when we’re talking about identification 
authentication?  
 

So, when people make trust decisions, we know they do a couple things.  They do make 
trust decisions based upon appearances.  They do make trust decisions based on first 
impressions.  But given enough time and given the importance of the situation, they will also do 
analysis.  And they will make deliberate decisions on the basis of a number of characteristics 
presented to them. 
 

At the risk of oversimplifying, let me mention three characteristics that people look for 
when making a trust decision, and, therefore, three characteristics that we have to consider when 
we talk about building authentication systems and we talk about how to design those 
authentication systems. 
 

So the first one is competence.  They make assessments about competence.  They make 
assessments about the ability of a system or an organization to do whatever it is that they’re set 
out to do.  And so we are going to be talking about the competence of different types of systems, 
whether it’s the nice people who greeted us at the door this morning and took our identification, 
or a biometric system, or a government program. 
 

The second one is benevolence.  Is this organization acting in a way that has my best 
interest in mind as a consumer?  Is there something that is looking out for me?  Or is this 
something that is the opposite, which is acting against my best interest?  
And so they’ll be looking for things that, from their perception, are benevolent.   
 

And the third is integrity.  Is this a system that holds together, that is impermeable to 
attacks and problems.  So when we think about authentication systems, we have to think about 
these things: confidence, benevolence and integrity. 
 

So let’s think, for example, about authentication systems that are based on biometrics.  I 
agree that we’re going to start talking about biometrics at one point or another you can’t avoid it.  
One of the areas that I’ve been doing the most thinking about is biometrics and the relationship 
between people, the subjects of the biometrics, the people who provide the biometric information 
and use those services based on biometrics, and their attitudes towards them.   
 

So when people start thinking about biometrics and the competence, benevolence and 
integrity of biometrics, very quickly we get into problems.  So, for example, there was a study 
done in 2005 by TRUSTe that showed that people really didn’t think much about the possible 
integrity of a biometrics system.   
 

So when asked, for example, what would they think about a biometric-based 
identification system, 71 percent thought that criminals would find some way to get around it 
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privacy concerns continue to be a hindrance when people are thinking about accepting these 
things.  There was a recent study out by Deloitte, for example, that showed that there was little 
interest in the registered traveler program, which is a method for identifying frequent travelers, 
with 75 percent of the people citing privacy concerns, whatever that meant.   
 

Finally, when people are making decisions, people develop mental models.  They 
develop models about how they think systems work.  And when you get mismatches between 
what an individual’s mental model is about how a system works or how it behaves, or how it 
benefits them, and how it actually works, those are cases where you are going to run into 
problems.   
 

So with biometric systems, for example, there is often a mismatch between how and 
where the biometric information is stored.  So, for example, in the simple systems, people often 
assume that a biometric stores a raw image of the iris, or the finger, or the veins, or whatever 
system it happens to be, when, in fact, the system is storing some mathematical summary and 
storing it away in some encrypted form.  Those are very, very different systems.  They have very 
different performance characteristics, and very different privacy implications.  And yet, there’s a 
mismatch between the assumptions and the actual things, and better designs can make a better 
match and better acceptance.  

  
There are simple systems versus advanced systems.  Simple systems that are used to 

access desktop computers or pay for small purchases at a store are obviously systems that have 
little tamper resistance, little ability to detect spoofing and fraud, but are quite appropriate for the 
task.  And yet we have other systems that appear to be very, very similar—driver identification 
systems, border-crossing systems that appear to be the same but, in fact, are much more robust 
and have much more integrity checks. So, again, we can have a mismatch between what the 
people think the mental model is about how these systems operate and what their characteristics 
are, and how they actually operate. 
 
>>FRED SCHNEIDER 
 

Thank you.  We heard in the first session from Simon and Gus that we can expect a form 
of objective creep, or is that creepy objectives? Of objective creep, as various constituencies 
believe their needs are best served by an identification authentication system.   
 

Jim, perhaps you can tell us something about those various kinds of goals people have for 
these systems and what kinds of properties the systems must have in order to satisfy these goals. 
 
>>JIM HARPER 
 

Thank you Fred, and thanks to the FTC for having me here and putting this all together.  
First, I just wanted to express some concern because I’m so used to playing skunk at the garden 
party, but I haven’t gotten anything to work with in that respect because I thought Simon and 
Gus did lay out the issues very well, and they’ve obviously done a lot of good work on this in the 
UK that can translate well to what we’re doing here in the US and what we’re dealing with here 
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So, how do we build this?  Well, I think we probably don’t.  And what I mean by that is 

that we should let all the different systems that are out there blossom and flower. There are—
when people open their wallets they’re surprised when I ask them to recognize that the 
possession of that government-issued ID or driver’s license isn’t what makes them exist.  Simon 
exists, despite not carrying that ID.  But, in fact, the things we use to navigate society include our 
credit cards, business cards, ATM cards, all kinds 



Okay, great.  We all live in a sea of ID systems, even, Simon.  He may not choose to 
participate, but you all have lots of credit cards in your wallet.  You all log in to websites and 
each one asks for a password and I’m sure you give it a different password each time.  And so a 
question, a natural question that arises is:  Do we need another one?  Do we need only one?  And 
how do you reconcile all these ID systems?   
 

So Paul, I thought maybe you would comment for us about the need for a new one or the 
ability to reconcile and unify the existing ones, and what are the challenges that we might have to 
confront in either unifying them or starting a brand new one? 
 
>>PAUL TREVITHICK 
 
   Well, I agree with so much of what’s been said I can be brief.  First of all, we have got to 
work out from the consumer’s perspective, and what are they faced with?  Enormous 
inconvenience.  Every new system that’s put forward introduces another user interface, another 
card, another key fob.  It is pretty much the opposite of convenient from the consumer’s 
perspective, the citizen’s perspective.  The average person, it’s said—I don’t know the 
numbers—but exists in 1,000 different silos of database records out there, many of which you’re 
not even aware are tracking information back to you.   
 

So I’d say that if the goal is to make something adopted, IT has got to be convenient.  
Privacy and a lot of other stuff is critically important, of course.  But if the system isn’t 
convenient, it won’t be used.  And when I say the system, well this brings up the paradox.  In 
fact, we don’t need a new system.  We need, to quote Microsoft’s Kim Cameron, a metasystem 
or a framework.  What we need is interoperability and consistent user experience.  That’s where 
we start.  And I think what Microsoft has done with CardSpace is a great step forward and a 
good example in the online virtual space of what can be done. 
 

In a sense, it’s not a new system and it’s attempting to be the bridging of existing 
systems.  I’m not going to talk about a new biometric or any kind of credentialing or 
authentication system.  There are already zillions of them.  But if we want to attack this 
enormous complexity that the average person faces, we have to introduce a new abstraction.   
 

We need something that’s consistent and convenient.  And in the online space we’ve 
been looking a lot at unifying around a card metaphor, a digital card that could represent so many 
different systems underneath the hood.  Different identity protocols,  different credentials, and 
different technologies.  But unifying it, just like on a desktop, you know, we came up with the 
idea of folders and files.  Now it’s like, “of course.”  Well we’re at the not quite “of course” state 
of identity.  There is no common metaphor for how this stuff works.   
 

So, in terms of the properties of the metasystem that we want to make, we want to, in my 
mind, embrace every possible technology that you can rather than impose some new system top 
down.  We want it distributed in its design, and I think the way to deal with complexity is not 
trying to overlay a new über system with single identifiers, but in fact divide and conquer.   
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I think small is beautiful.  I think that we should have as many different small 
authentication authorization contexts with as limited and small number of attributes, many of the 
times non-identifying.   
 

And that introduces a paradox, because if we have more systems, aren’t we going to 
make it less convenient?  And that brings me back to the issue of not necessarily if we had a new 
metaphor, if we had a new abstraction.  We can let 1,000 flowers bloom if we have a common 
abstraction and way of looking at them.  And today we don’t have that.   
 

So why don’t we try and do more with one rooted identity?  Or let’s just do one system.  
Because at least one system would be convenient.  You only have one user interface.  But 
everything we know about privacy policy trends in the opposite direction.  It’s almost impossible 
to make any rational statement about privacy policy when the contexts are too large.  And then 
the only time that you can make a statement that anyone could understand about what should be 
shared or needs to be shared, the whole metric of appropriateness can only be evaluated in small 
contexts. 
 

So I believe that if we start with the goal of moving towards convenience for the 
consumer, we will—this will be a driving function for the kinds of architectures and solutions 
that will really be adopted. 
 
>>FRED SCHNEIDER 
 

Thank you.  I know that the press conference isn’t until later but I’d like to take this 
opportunity to propose a new national ID system with hopes that the panel can critique it for us.  
So in my new national ID system, which bears no resemblance to anything you’ve seen in the 
newspapers, we’ll assume that every individual has a unique identifier and that allows 
information to be aggregated and accessed under that identifier.  And second there is no 
requirement that this unique identifier be used in all transactions or in any transactions.   
 

So I’d like to understand what you folks feel is good and bad about this proposal and if 
you were tasked with implementing it and getting large-spread adoption, what would you suggest 
to me?  Let me start with Andrew. 
 
>>ANDREW PATRICK 
 

Well whenever you’re looking at proposals like this, you very quickly end up with a 
laundry list of things that you know 





purposes? 
 

And, finally, can we build systems that allow authentication, transactions, authorization 
while still enhancing privacy protections?  And as we started to hear about, and we’ll be hearing 



ID.  But otherwise put it out there.  If it’s useful, if it works for consumers, if it satisfies all their 
dimensions of interest and need, go for it. 
 
>>FRED SCHNEIDER 
 
  Thank you.  Paul? 
 
>>PAUL TREVITHICK 
 

Well, there’s this presumption that the only way you can correlate information is with 
one unique identifier.  There’s also this presumption that you’re going to use this identifier all 
over the place.  If you really look at what causes 95 percent of identity theft, it’s that the 
information was hanging around in some database, some laptop, and it was stolen or lost or 



in and adopt throughout their lives.  But when I go and talk to people, particularly people in 
government about ID, they really do think that there’s one identity that a person gets at birth and 
that’s their identity through their entire lives.  But we have dozens of different identities.   
 

And I think Phil Windley, the former CIO of the state of Utah, expressed it very well 
when he pointed out that identity is a relationship.  And we have many, many different identities.  
We adopt different identities for different purposes.  And people have to understand that.  That 
there isn’t a single uniform identity.  You do lots of things that may not be traceable back to your 
carbon-based life form.  Many of them are, but with relatively tenuous links.  And so it’s much 
more diverse, much more complicated than just to think that there’s a person, they have an 
identity, and if we just lock that down, we’ll have a system. 
 
>>FRED SCHNEIDER 
 

So I think that Andrew brought this up.  And I think that raises really the next question.  
And that has to do with centralization versus decentralization and distribution.  Note there are a 
lot of people who believe that whereas I agree that identity is a set of attributes and it might not 
involve your name and your fingerprint, many people regard identity as a basis for doing the 
ultimate kind of enforcement, which is attributing actions to somebody you could prosecute in a 
court of law.  And in that case you have to track things back. 
 

But I wonder if each of you would comment on what you think the role of centralization 
and decentralization or distribution is and try to couch your comments in terms of what might be 
called the threat.  People who work in security know that when you build a system, no system is 
secure and you start out with some threat model.  Is this going to be secure against 13-year-old 
males with nothing to do on a Friday night playing with their PCs?  Or nation-states who have 
nothing better to do than to try to break in. 
 

So say something about what you think the role of centralization and decentralization is 
and how those things can be used to good effect and what you think the threat is.  Shall we start 
with Andrew? 
 
>>ANDREW PATRICK 
 

Sure.  But I’m going to talk about threat in a different way, and that is:  What’s the threat 
that’s causing a proposal for centralization in the first place?  And that is:  Why would people 
consider that a central system, a central repository is necessary?  And it gets back to the theme 
about truly understanding what it is that your identification system is being designed for before 
you go about and design it.   
 

So let’s think about situations where a central repository of information is needed.  So 
you’re looking at systems, for example, where you need to identify someone or you need to 
authenticate them across either a wide variety of physical locations or logical locations or 
services where you need to be able to say:  This person is the same person or this authorization is 
the same authorization.  And it turns out as some of my colleagues already said that those kinds 

 28 





 
>>PAUL TREVITHICK 
 
   I don’t have anything to add.  I agree. 
 
>>FRED SCHNEIDER 
 

So I heard, are centralized systems absolutely necessary?  And decentralized is better 
than centralized and it favors the nation state.  So I detect a distinct bias on the panel against 
centralization. 
 

I want to explore that.  I invite you to reflect on why you say that.  When I put my 
technologist’s hat on, then I ask myself what are the chances that one can compromise a given 
system?  That is, get it to do something you want it to do.  A centralized system provides one 
stop shopping.  You compromise that and you win big time.  But it also provides the opportunity 
for investments in scale.  That is, I could build my Cheyenne mountain of investment 
opportunities, if you will, and invest greatly because the consequences are so significant. 
 

Decentralization invites all the confusion and opportunities for compromise that noisy 
communication affords.  It requires a significantly larger investment to be protected at the same 
level.  Now we have 50 states building Cheyenne Mountain instead of one.  And any one of them 
can break and we’re in trouble, right?  And it seems like it’s more likely that it’s going to lead to 
some of the confusion that is what admits identity theft today.  That is, people who perpetrate 
this are counting on the fact that identity is fairly diffusely defined and there’s no easy way to 
authenticate somebody. 
 

So I understand your bias and I would like you defend it not using an emotional 
argument, which is easy because I think centralization is bad, appeals to many emotionally, but 
try to tease out either the technical or the legal reasons why your view is justified.  Maybe we’ll 
start with Paul since he has the most expertise in the centralized systems. 
 
>>PAUL TREVITHICK 
 

 Well, the problem with centralization, which is sometimes necessary, is that it scales 
numerically but it does not scale in the complexity dimension.  In working with the Defense 
Department on their 3.5 million issued HSBD-12 smart cards, do they have scale?  Yep.  Do they 
have the ability to scale into complex situations?  Nope.   
 

Because the kinds of identifiers, the root credentials that you can build that are long lived 
and you can afford, the investment in that kind of a thing has to be—by definition—static, very 
simple kinds of identifiers.  And so just pure pragmatism, the world of identity, whether you look 
at it from the individual’s perspective, I have many, many different identities, or you look at it 
from the systems’ side, they have thousands and thousands of different transactional contexts 
which require different attributes about you, then the concept that there would be one central 
database that would hold all the attributes necessary for me to perform all those transactions is 
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simply not manageable.  Who would update it?  Who would be responsible for that?  Never mind 
the threat surface you’ve just created for an attacker because you get into that 
Cheyenne Mountain and you’ve got everything. 
 

So I don’t think it’s just emotionally “power to the people, power to the edge.”  I think 
that it’s an issue of dealing with complexity.  We can’t make fine-grained authorization decisions 
unless we start considering context.  What exact attributes do I really need in this circumstance 
for what purpose?  And you find out that it varies.  The attributes needed in one context are 
different from what’s needed in another context.   
 

So if you were to centralize it, you’d end up with thousands and thousands of attributes 
that would have to be kept track of, which doesn’t work.  So I believe that centralization should 
be used sparingly.  There are obviously law enforcement reasons and many other reasons why 
you need to have identifiers that can correlate identities across contexts.  We do understand that. 
 



So it’s not subject to attacks.  You’d have to have 747s full of $1 bills in order to transfer the 
value that you do with $20s and $100s.  So this is more vulnerable to attack so more effort has 
been put into securing it.   
 

Think of identity systems the same way.  Think of your wallet the same way.  You 
disperse your assets among a wide variety of cards and systems and tokens, it’s less profitable 
for your attacker to break any one of them so none of them are attacked.  Not none of them.  
Certainly some of them will be attacked.  But it’s less valuable to do so.  

  
So the criminals might just turn their efforts to lawful employment; a job at McDonald’s.  

But a dispersion of that is as secure, if not more secure, than centralization of assets.  So there is 
security argument for decentralization. 
 
>>FRED SCHNEIDER 
 

 Let me point out to those of you who can think back to the days when you were young 
and there were books in the library.  If we wanted to insure the long-term life of a given book, 
one model is just have one library and have it online and call it Google or the Library of 
Congress.  And the other model is to have these hundreds of thousands of neighborhood 
libraries.  And if you want to delete a book from existence, it’s a lot harder to do it when it’s in 
all those neighborhood libraries.  So that’s another example where distribution or dispersion gets 
you greater security.  Andrew? 
 
 
>>ANDREW PATRICK 
 

Another aspect about the security question when talking about a centralized system is any 
kind of centralized system implies transmission.  So it implies in some way getting data from the 
central repository to the point where it’s being used.  And so now not only are we talking about 
securing a data repository, but we’re also talking about securing all of the steps along the way 
between that repository and its points of use.  And as we’ve learned, I hope we’ve learned over 
the years that that kind of security for transmission is very, very difficult.   
 

And the security for the end point, the end terminals is very, libraries.oempod 



implication the multiple use of those things. 
 

And the other, of course, is 



distributed.  It seems that centralized is a natural way for the government to go. 
 
>>ANDREW PATRICK 
 

I work for the Canadian government.  And I wouldn’t say that it’s necessarily top down 
or cohesive or organized.  In a lot of ways it works bottom up and quite in competition to each 
other.  And as a result, there is often very different forms of identity that I have in my 
relationships to the various governments and government departments.  And that might be a very 
good thing.  So it doesn’t necessarily mean that a government has to be emphasizing a 
centralized system.  Government services and government programs could be very much 
decentralized, especially services that are much more regional in nature or much more specific in 
their focus where it’s not necessary to have a single identifier for this government service versus 
that government service. 
 
>>JIM HARPER 
 

Cato Institute is a Washington, D.C. think ta



I believe that government doesn’t have to be—first of all, everything that was said about 
government doesn’t need to be top down is all true.  But also it could be consuming credentials 
from the private sector.  Why not?  We just need to make this convenient, consistent, and 
interoperable.  And that’s the new challenge.  We do know how to make great credentialing 
systems.  We know how to build certificates.  We know how to do the crypto.  We know how to 
check them.  But what we don’t know how to do is to make them seamless, interoperable and 
convenient. 
 
>>FRED SCHNEIDER 
 

There are of course many examples of ID authentication systems from the private sector 
where centralization has reigned supreme.  If you reflect back 30 years ago, you had a charge 
card for every store you frequented.  Now Visa and MasterCard are the same thing and you 
might also have an American Express card.  So centralization can occur in the private sector, as 
well, but I would echo Paul’s comments that the enforcement dimension, what incentivizes 
people to participate in a system, is very different when it’s legislated or when it’s voluntary. 
 

On the other hand, you all have different drivers’ licenses at the moment and so that’s an 
example of something that is not centralized. 
 

Other questions?  Yes, all the way on the edge. 
 
 
 
>>AUDIENCE MEMBER  
 

I’m John (inaudible). Technology is transient.  As the fifth generation I could clearly 
testify to that.  With the system out there on the edge and distributed systems, how do you deal 
with dynamic changes that have to go on in the system?  Centralized systems are clearly much 
easier to change as time goes on.  Distributed systems are much more different because, of 
course, you have to push it out to the edges where I am.  I wonder if you could address some of 
the cost factors and some of the practicalities of the system evolving over time. 
 
>>FRED SCHNEIDER 
 
  Did you want to address that to somebody in particular? 
 
>>AUDIENCE MEMBER 
 

No.  I think all three of you guys are great, all four of you guys.  It’s an issue that I think 
is worth discussing. 
 
>>JIM HARPER 
 

I guess, though I don’t think I’m most competent to answer, I’m most willing to speak.  I 
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don’t know if I buy the premise necessarily that a central or uniform system is easier to change 
because that system, once put to uses, will be resistant to change that could change the uses of 
the way the system has to work.   
 

Think of the Internet, for example, where most of the intelligence is at the edge.  And 
people use the network to do different things at the edge.  I think that’s what Paul is talking about 
in terms of a metasystem.  So that it’s actually a flexible, organic system that you need.  It 
probably changes better, though quite messily compared to a centralized uniform system.  But 
probably more quickly and for the better than a centralized system. 
 
>>FRED SCHNEIDER 
 

Anybody else?  So in five generations of iPod, it hasn’t changed that much.  And that’s 
the point.  If you define the right things, people will replace components.  And the Internet has 
lasted through many, many generations of computer hardware because the Internet is not about 
the hardware at the edges or even in sight.  It’s about a set of protocols.  And the designers were 
visionary in deciding that the Internet would do very little and allow people to innovate at the 
edges.  And if you look at how an identity system ought to work, it should also do very little but 
allow people to innovate at the edges. 
 

I think the risk—and the reason many of you are here—is the risk that people will 
innovate.  And they’ll innovate in ways that are seen as impinging on privacy.  And so that 
second part of the problem, and something we’ve never done successfully in technology, is 
building something that’s general purpose, that is inherently limited in the innovation that it 
enables.   
 

Other questions?  We need a microphone over here.  I’m sorry, sir.  There and then you’ll 
be next. 
 
>>AUDIENCE MEMBER 
 

My name is David Lefkovitz.  My secondary credential is I’m a computer science 
professor at Temple University in Philadelphia.  My primary credential is that I’m Naomi 
Lefkovitz’s father.   
 

And near the beginning, Paul used the word abstraction.  And I think there’s a useful 
model.  Perhaps it gets a little technical.  By the way, this is an observation.  Not so much a 
question.  In computer science, called object-oriented programming, in which, to simplify it, we 
have the notions of inheritance and isomorphism that give you a layered approach.   
 

And we have the concepts of different kinds of access methods, things like public, 
private, shared, framed that can give different kinds of access at different levels of the system.  
We have things like rooted methods that allow people to come in and use actual programs to 
come in and use similar functionality but different kinds of attribute presentations.  And so this 
could be a model, a technical model for what you’re talking about.  And it also can address—I 
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>>FRED SCHNEIDER 
 

Gentlemen? 
 
>>ANDREW PATRICK 
 

Specifically about cards and card fraud, obviously in the immediate future the thing that 
we’re going to be looking at is chip in pin cards, which are cards that—I mean the immediate 
problem with card fraud is one of simply creating duplicate cards, creating false cards.  And so 
the immediate solution is to create cards that are more and more difficult to forge, just as we’ve 
done with our money as it’s evolved over the years, causing it to be more and more difficult to 
forge. 
 

So the fact that a waiter can extract information off the magnetic strip of a card is all that 
he needs in order to forge that card is obviously a weak point and so one that’s going to be 
addressed rather quickly. 
 

Tying that card to an authentic user becomes the next step.  And so to go beyond a simple 
pin to something that ties the card to someone more carefully is something that we’re going to be 
looking at.  But none of those are fool proof.  All of them just make it more difficult in order to 
do the kinds of fraud that we’re seeing today. 
 
 
>>JIM HARPER 
 

A practical thing for you to investigate is a product called the gratis card that has just 
been rolled out apparently.  The PR push seems to be successful because I am now talking about 
it at an FTC event.  But this is a competition to the traditional credit card that apparently is more 
resistant to credit card fraud of that type.  I’m not sure how it works and I want to investigate it 
more carefully but I think it uses a pin code to prevent just swiping and calling of cards.  So the 
gratis card is out there.  It’s one of many innovations coming up in this area that could help 
suppress credit card fraud and, of course, identity fraud. 
 
>>PAUL TREVITHICK 
 

Actually just when you thought you knew what I was going to say about decentralized is 
good, I actually think from the consumer’s perspective, you’re going to see centralization.  
You’re going to see is—what I mean is you’re going to see a consolidation to smarter, stronger 
authentication and fewer of them.  And it won’t be having all these key fobs and all these 
different cards.  In fact, the key to convenience physically is to have as few devices as possible.   
 

But that you can decouple the strong authentication from the digital identities and 
sensitive attributes that you’re emanating out there.  Those are completely separate things, right?  
Just because I have one—my vision of the future is I have a cell phone there.  That’s the end of 
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it.  The cell phone has maybe a biometric that can be used in certain circumstances because 
sometimes you don’t want to tie it to the person, right?  You want to give your ATM card to your 
daughter to go run and get some money for you.  It would be difficult if you had to send your 
finger along with it.  (Laughter.) 
 

So I actually envision the future is stronger and stronger authentication and fewer and 
fewer devices ultimately converging on some thing that you’re already carrying, like a cell phone 
or something like that.  And I think that’s going to be more secure, more convenient.  And it 
does, believe it or not, it does follow the principle of decentralization because only the user of 
that device is the one that knows the correlation, that knows all of the different sets of attributes, 
the multiple sets of attributes that are stored on the single and rooted in the single device. 
 
>>FRED SCHNEIDER 
 
  Did you want to say something? 
 
>>JIM HARPER 
 

It’s another sort of bigger picture thought that doesn’t necessarily relate to the question or 
to Paul’s comments.  The interesting question of centralization versus decentralization.  There 
will be systems that are decentralized in some respects and centralized in others.  Of course you 
cited a good example of the private sector centralizing on a few credit card systems that are 
national in scope versus multiple different credit cards with multiple different providers. 
 

And that brings me to recognize that fixing the identity system or creating a good identity 
system isn’t going to solve all of the privacy concerns that we have because someone may well 
choose to identify themselves precisely the same way with every one with whom they transact.  
And then they’ve got privacy problems.  And the credit card payment system we have today is a 
good efficient system, but it’s also not very privacy protective.  So I think there’s room for there 
to be payment systems that are privacy protective and convenient.  We don’t have them yet.  But 
there are centrifugal and centripetal forces that both can have play.  It just depends on which 
thing you’re prioritizing at a given time. 
 
>>FRED SCHNEIDER 
 
  Right.  So I’m going to slowly work my way across this way.  So I guess in the back 
there. 
 
>>AUDIENCE MEMBER 
 

Hi.  Mike Jones from Microsoft.  Two of us sitting here had the same reaction to 
something you said, Andrew, so I want to push back on that.  You said that one of the problems 
with central systems is that then you have to secure the transmission of the data to the end point.   
 





maybe school systems with a pass/fail and a child student ID being able to get something that 
says I’m 15, I’m a boy, let me in to the kids’ section. 
 
>>FRED SCHNEIDER 
 

Denise, I don’t believe you don’t get flattered when they ask you to prove your age going 
into a bar. 
 
>>AUDIENCE MEMBER 
 

Thank you very much.  Is that on the record?  (Laughter.) 
 
>>FRED SCHNEIDER 
 
  Comments from the panel? 
 
>>JIM HARPER 
 

Well, I’ve been watching this issue, though I haven’t been very active on it.  My 
colleague, Adam Thierer at the Progress and Freedom Foundation, focuses on this a lot.  He’s 
got a paper out and there are a couple of other papers that I think.  Let’s start at the beginning 
that child predation is important and awful when it happens, but it is not as big a problem as it’s 
being assumed to be and the AGs are motivated not by a rational assessment of the problem but 
by politics. 
 

Now, trying to verify ages of children requires you – 
 
>>AUDIENCE MEMBER 
 

Well, let’s just start with adults because I’ve heard a lot of arguments about children. 
 
>>JIM HARPER 
 

Either way, you’re either excluding someone from a population or including someone 
from a population.  They’re just the converse of the other.  They’re the same for these purposes. 
 

It’s probably a mistake to do it.  You’re probably creating more risk by relying on a 
system like that.  Because then somebody who breaks the system, who is able to prove that 
they’re 13 using their child’s identifiers, they’re home free.  So if parents were to think that there 
is an age-verified space on the Internet that’s safe for their children, they don’t need to be 
involved anymore in protecting the child and teaching the child right from wrong.  That’s going 
to cause more harm than it’s going to prevent harm.  So it’s a very, very bad idea in terms of 



 
Question here. 

 
>>AUDIENCE MEMBER 
 

My name is Jim McCartney. I’m with the DOD Card Access Office.  How do you see 
mutual authentication playing in this?  For example you talked about one card with multiple 
identities saying, for example, who are you to ask me for that?  And depending upon what that 
response is who I say I am. 
 
>>PAUL TREVITHICK 
 

I’m not sure I understood the question. 
 
>>AUDIENCE MEMBER 
 

For example, mutual authentication.  Who are you to ask me for my identity?  And based 
on that answer, I give a specific or different response.  I may give one person my driver’s 
license, one my SSN.  How do you see that as playing in?  Because that would be a huge part of 
saying who are you to ask me?  From a consumer perspective, I want to know who is asking me 
and do you have the right to ask me that question? 
 
 
 
>>PAUL TREVITHICK 
 

Right, I wasn’t—now I see the question, okay. 
 
>>JIM HARPER 
 

I’m going to start asking federal agencies for their birth certificates, that’s what I’m going 
to do. 
 
>>PAUL TREVITHICK 
 

To chip away at that.  One small thing that I do like where things are going is the concept 
that the relying party has to disclose more about what it is that they want, need, and why.  And I 
think that’s a change that’s in a good direction. 
 

In fact, it’s a requirement for any kind of interoperability, right?  Because if the relying 
parties have to be declarative and disclose what sets of clients they need, what kinds of tokens 
they’re willing to accept, and who they trust and so on, if they can do that and advertise that, then 
we allow, we empower the consumer to have an agent that then does the matching that tries to 
find an appropriate identity. 
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So just a little part of your very much too hard question was that I like this concept of the 
relying parties having to advertise their policy.  And not just for the transparency, but for the 
automation that that enables and the interoperability that that enables.  Again, we’re trying to 
make a more open system, right? 
 
>>FRED SCHNEIDER 
 

Let me point out that this mutual authentication problem is one that is actually with us 
now.  I understand that our concern here is mostly with identifying, authenticating people.  But if 
you ever visit a website, you probably want some assurance that it’s your bank’s website and not 
somebody else’s website.  And that’s what phishing attacks are about. 
 

And what you find is that computers are good at doing certain things.  They are good at 
memorizing things and computing, and people are not so good at doing those things.  That’s why 
it’s a hard problem for you to memorize all those passwords.  So authentication problems 
involving people appear in two guises.  One is authenticating people and that’s what this card 
might be about, and the other is allowing people to authenticate sites. 
 

Now, it might be a website, but it might be somebody else who is requesting an 
authentication credential.  And we don’t know very well how to do that.  We do know people are 
good at some things that computers are not good at.  And we haven’t yet figured out a way to 
leverage that.  You would expect maybe a person could recognize a phishy looking website.  To 
take an example, all of you are good at recognizing dicey looking neighborhoods if I dropped 
you into the middle of them.  That thing has developed.  But you’re not so good at recognizing 
dicey looking websites.  There was just a study done at Microsoft that made it quite clear.  And 
there are a number of other studies.  But this is a very important question. 
 

The good news is it seems to be independent of the problem technically of identifying 
humans I think from a policy and legislative point of view.  It’s not completely independent and 
it’s something that we’ll have to come to terms with. 
 

Before I take another question, do you folks want to make any final comments?  Because 
we’re going to be out of time soon.  No?  Okay.  So then we have time for one more question, 
perhaps.  And it’s right here. 
 
>>AUDIENCE MEMBER 
 

My name is John (inaudible) with Hampshire Research.  I won’t stand so I don’t block 
your faces.  Paul, I’d like to challenge you in particular, but maybe the rest of the panel, to come 
back to the definition of the term “identity” because it seems that the risk here is that it’s 
conflated too often with human interactions with the system that there is, in fact, a real identity 
that we all possess.  And the challenge of so many transactions is to be able to do this on an ad 
hoc basis, on a peer-to-peer basis.   
 

One of the key challenges would be the sharing of electronic medical records.  So we do 
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need a mechanism, many commercial, governmental, and other transactions to have absolute 
certainty of identity.  And it seems that the real ke
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