
Commissioner Julie Brill 
Broadband Breakfast Keynote  

April 17, 2012 
 
 Thank you for that kind introd u c t i o n. It’s grea t to be here today to  talk about social 
networki n g and the future of privacy.  
 
 We are a nation that loves to share. Before our childre n can walk or talk, we teach them 
to share. We believe in the therap e u t i c and sp iritu a l value of shari ng with doctors, support 
groups, congregat i o n s, and friends.  So it is no wonde r that we have flocked to social media, a 
platfor m built on shar i n g, to share every t hi n g from our birth dates to films of our child’ s birt h.  
For many, and for better or worse, no thought is untwee t e d, no detail is  left off LinkedIn, no 
pictur e is not posted, no busine s s is not broadc a s t.   Facebook captured this ethos in its corporat e 
mission stateme n t, which begins “giv in g people the power to share...” 
  

And social media has certai n l y  transf o r me d the media indust r y.  Gone are the days where 
nothi n g was news until Walter Cronkite reass ur i n g l y told us: “And that’s the way it is”.  Now we 
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 But we didn’t really need a survey to tell us  that advertis i n g on social me dia is growing.  
We see it ourselv e s every night when we log on to  see what our friend s and fa mili e s are doing.  I 
just wish I didn’t see so many ads offer i n g to help me get rid of my wrinkl e s. 
 

So as advert i s e r s keep the social media spac e thrivin g, Americans can continu e to engage 
in one of their favori t e pastime s – sharin g – across more borders, cultures, and people than 
anyone could have imagin e d even ten years ago.  Wh at is all the fuss, then, about privacy in this 
space?  Aren’t users voluntarily jumping into the social media strea m, choosi n g to reveal their 
infor ma t i o n, clamor i n g to share more and more? 

 
I’ll tell you who can answer that  question: any parent who ha s watched in horror as her 

child grabs a toy from a sobbing playma t e, claimi ng, “but he wasn’t shar ing.”  Taking is not 
sharing; sharing can’t be forced.  Many privacy  proble ms online arise when compan i e s forget 
that basic princip l e of the playroo m. 
 

To its credit, Facebook recognized th at it forgot that principle.   As Mark Zuckerbe r g said 
after we announc e d the FTC’s prelimi n a r y appr ova l of a consent agreeme n t with Facebook, “We 
made a bunc h of mistak e s.” 4  

 
 Our case again s t Faceboo k allege d a numbe r of  decep t i v e or unfai r pr actices in violation 
of Section 5 of the FTC Act.  These incl ud e d the 2009 changes made by Facebook so that 
informa t i o n users had design a t e d privat e became public. We also address e d disclos u r e s that we 
believe d were inaccur a t e and mislead i n g regard i n g how muc h informa t i o n about users apps 
operat i n g on the site can access. And we called Facebook out for promis e s we believ e d it made 
but did not keep: It told users it wouldn’ t share informa t i o n with adverti s e r s and then did; and it 
agreed to take down photos and vi deos of users who had deleted th eir accoun t s, and then did not.  

 
The FTC settleme n t with Facebook prohib i t s the compa n y from misre p r e se n t i n g the 

privacy and security settings  it provides to consumer s. 5 Facebook must also obtain users’ 
“affi r ma t i v e expre s s conse n t ” befor e shari n g their infor ma t i o n in a way that excee ds their 
privacy setting s, and block access to users’ informa t i o n after they delete their accoun t s. To make 
sure Facebook gives its users, in the words of  Mark Zucker b e r g, “compl e t e contr ol over who 
they share with at all times,” we requir e Facebook to implem e n t a compre h e n s i v e priva c y 
progr a m that an indepe nde n t audit o r will monit o r for 20 years.  
 

Just six months ago, the FTC finalized a simila r enfor c e me n t actio n again s t Google, 
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v i o l a t i o n of Google’s privacy polic i e s. We also believ e d th at users who joined, or found 
thems e l v e s trapp e d in, the Buzz networ k had a ha rd time locati n g or unders t a n d i n g contro l s that 
would allow them to limit the pers on a l informa t i o n they shared. And we charged that Google did 
not adequately disclose to user s that the identity of individua l s who users most frequent l y 
emaile d could be made public by defaul t.  
 

Facebook and Google provide platforms fo r those who choose to share person a l 
informa t i o n, but they cannot make that choi ce for their users. Taking is not sharing. 
 

 To comple t e the FTC’s social media en for c e me n t trife c t a, in 2010, we reache d a 
settle me n t with Twitter over secu ri t y lapse s that enable d hacke r s to gain admi ni s t r a t i v e contro l 
of Twitter. 7 These hackers sent phony tweets, includin g one  that appeared to be from the account 
of then-President-elect Barack Obama offe rin g his followe r s a chance to win $500 in free 
gasol i ne.  

 
The FTC’s experi e nc e with Facebook, Google and Twitter – as well as the many other 

cases we’ve brough t involv i n g new platfo r ms like mobile apps, childre n ’ s online servic e s, and 
data brokers – led us to realize it was time to  update our approac h to  protecting consumers’ 
privac y.   We had to take account of the vast changes in technology, the myriad new ways that 
consume r s ’ infor ma t i o n is collec t e d and use d, and the need to better commun i c a t e these new 
pract i c e s to consu me r s. 
 
 Three weeks ago, the Commission issued its
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 Second, we call for simp lif i e d choice for busines s e s and consume r s. Consumers should 
be given clear and simple choice s, and should ha ve the ability to make decisio n s about their 
informa t i o n at a releva n t time and contex t.  
   Third, we call for greater transpar e n c y. Companies should provid e more infor ma t i o n 
about how they collect and use the person a l informa t i o n of consume r s. 
 

As one way to simplif y choice, we called on industry to develop a Do Not Track 
mecha n i s m.  And indust r y has made consi d e r a b l e progres s here – by develop i n g browser tools 
and icon-and-cookie based mechan i s ms, by promis i n g to make these mecha n i s ms inter o p e r a b l e, 
and by working on some technic a l impleme n t i n g sta nd a r ds.  Do Not Track has the poten t i a l to 
provid e consume r s with simple and clear info rma t i o n about online da ta collec t i o n and use 
practic e s, and to allow consume r s to make choices in connection with those practices. 
 
  I know that many in indust r y are worrie d th at providi n g consume r s with choices like Do 
Not Track will lead large numbe r s of consu me r s to opt out of tracki n g, which could effec t i ve l y 
end the ability of platfor ms and website s to f und free service s to consume r s through targete d 
advert i s i n g.  But the actual expe rience with providing consumers choice s doesn’ t bear this out.  
Google offe rs its users the ability to refine the types of  ads they see through its “Ad Preferenc e s ” 
dashboar d, and it also offers its users the abilit y to opt out of tracking entire l y. Consumers seem 
to appreci a t e knowing how Google has sized up  their intere s t s, and they overwhe l mi n g l y 
exerci s e mo re granul a r choic e s to adjus t the ads they will see, rather than opt out.  I hope and 
belie ve that we will have a more user-friend l y Do Not Track syste m in place by the end of this 
year, and that indust r y parti c i p a nt s will come to see that it improves the user experien c e by 
engender i n g greater consume r trust. 
 
 Working with the various stakeholders who ar e develop i n g an easy to use, persistent and 
effecti v e Do Not Track system is one of the fi ve main action items that we at the Commissi o n 
have laid out for the next year as we imple m




