
 

 

 

 

 >> Mark Eichorn: Good morning, everyone.  Could I get your attention, please?  Thank you all for 

coming today.  We'll be welcoming Chairman Leibowitz in a moment, but I just wanted to give 

some administrative logistics announcements for starters.  First, if you go outside the building 

without an FTC badge, you'll have to go back through the magnetometer and the X-ray machine 

before you come back in.  Secondly, if there's a fire, please go outside the building.  [ Light 

laughter ] When you go to the Georgetown Law Library and Georgetown University, right outside 

the main entrance -- 



 

 

great gifts with one hand, and it stabs you in the back with the other."  [ Laughter ] That's Mark.  

Do you want to sit, or do you want to stand here while I speak?  What would you like to do?   

 

 >> Mark Eichorn: No, I have to do one thing before I return to my seat.   

 

 >> Jon Leibowitz: Oh, you're doing the -- Oh, go ahead.  That's fine.   

 

 >> Mark Eichorn: When you start the clip, I'll run the clip for you.   

 

 >> Jon Leibowitz: Oh, you're going to do the clip?  Okay.  So, I'll start.   

 

 >> Mark Eichorn: Yeah.  But I'm standing unobtrusively back here.   

 

 >> Jon Leibowitz: So, let me -- [ Laughter ] Mark has always had my ba



 

 

 >> Man #4: Stressed out, John Anderton?   

 

 >> Woman #1: Get away, John Anderton.  Forget your troubles.  Escape from it all.   

 

 >> Jon Liebowitz: So, I think we can stipulate that our technology is a little clunkier than facial 

recognition technology.  [ Light laughter ] So, that is the future DreamWorks imagined for 2054 in 

2002, just 9 years ago.  Facial recognition technology then was the province of science-fiction 

writers and futuristic movies.  In fact, were we having this conference in 2002, we would probably 

be holding it in Los Angeles.  The audience would be full of science-fiction buffs.  Steven 

Spielberg would give the keynote, and we might actually have the budget to provide you with lunch.  

[ Light laughter ] Sorry.  It's part of or government austerity program.  But here we are in 2011, a 

full 43 years ahead of schedule, with reports of companies beginning to roll out smart signs and 

tailored messages based on passerbys general attributes, age, and gender, all gleaned through 



 



 

 

reveal more than we want to or even more than we know we have to reveal.  We have to confront 

openly the real possibility that these technologies, if not now, then soon, may be able to put a name 

with the face, so to speak -- again, I apologize for the pun -- and have an impact on our careers, our 

credit, our health, and families.  But fortunately, we are incredibly fortunate, lucky, to have a really 

terrific group of people here today to begin the discussion.  We'll hear from technologists at NIST, 

the National Institute of Standards, and Carnegie Mellon University, from representatives of small 

startups like SceneTap and large companies like Facebook, Google, and Intel, from consumer 

advocates and privacy professionals, out of places like EPIC and the Center for Democracy and 

Technology.  Representatives from the Canadian government are going to discuss their experience 

with the technology, and my fellow Commissioner, Julie Brill, who hails from almost Canada, will 

deliver remarks, as well.  So, there's a scene near the end of "Minority Report" in which Tom 

Cruise's character says -- and I quote -- You know your own future, which means you can change it 

if you want to."  Today and going forward, our job is to examine and talk honestly about the future 

of facial recognition technology and to work together to ensure that it benefits consumers and the 

marketplace, while respecting all of our right to privacy, the right to privacy for all of us, and the 

right to control our own personal story.  So, with that, I will cease speaking.  Do we have a break, 

or do you want to go right to the panel?   

 

 >> Mark Eichorn: We'll go to the panel.   

 

 >> Jon Leibowitz: We're going to go right to the panel, and here is Mr. Mark Eichorn to take you 

there.  Thank you.  [ Applause ]  

 

 >> Mark Eichorn: Dr. Phillips, Dr. Gross.   

 

 >> Dr. Ralph Gross: Do you want me to come right up or --  

 

 >> Mark Eichorn: Oh, hold on.   

 

 >> Man: Okay.   

 



 

 

 >> Mark Eichorn: Thank you, Chairman Leibowitz.  We'll jump right in to our first panel.  We 

wanted to set the stage for today's discussions by talk



 

 

just deal with face recognition, that aren't used for any other object recognition tasks.  And as a 

consequence, humans are very good at recognizing familiar faces.  So, if you look at the images 

that are shown in the middle here, you probably all recognize them, even though they're incredibly 

low-resolution images.  However, if you look at the image pair below and you ask yourself, "Is that 

an image of the same person?"  it's probably a harder task because humans are not very good at 

recognizing unfamiliar faces.  This has been shown experimentally even for people with extensive 

forensic background.  Now let's look at how automatic face recognition developed.  By now, we're 

looking back at more than 40 years of research that started in the 1960s with a system built by 

Bledsoe and colleagues, which wasn't an automatic system yet.  In that system, a human operator 

had to enter facial-feature point locations for the system to work.  The very first automatic system 

was described by Takeo Kanade in his PhD thesis in 1973.  And he reported results on a grand total 

of 20 subjects.  So, we've come a long way since then, as evidenced in thousands and thousands of 

academic papers, across a range of academic disciplines.  When we are looking at face recognition, 

we are oftentimes looking at one of two application scenarios that I indicate here -- identification 

and verification.  In the identification case, you're given an image of an unknown subject, and the 

task of the algorithm is to compare it to a set of images of known subjects, oftentimes referred to as 

"gallery."  And the algorithm then outputs a rank-ordered list of matches, hopefully with the 

accurate match coming out at the top.  In the verification case, a subject claims an identity -- in this 

case, Robin Williams -- and the input image is compared to historic representation of that person 

and the algorithm gives an "accept" or "reject" response to that claim, depending on if it finds the 

match to be close enough.  Now let's go to the steps that a face recognition system typically goes 

through in order to process a face.  There are four distinct steps -- face detection, normalization, 

feature extraction, and matching.  The task of face detection is quite obvious -- find all the faces 

that are in the image.  This is, again, a difficult problem because faces are complicated objects.  

What makes it easy, though, is the fact that faces look very similar to each other.  So, we all have 



 

 



 

 

distance.  So, we're adding mathematical representations here.  We can compute a distance.  And 

there are different options of how you compute that distance.  There are other ways, too.  Hopefully 

you come up with the right result here.  There are advanced models too that you can use, especially 

if you have multiple images per subject that usually help you in doing a better job in recognizing.  

So, now these are all the steps that face recognition systems typically go to -- face detection, 

normalization, feature extraction, and matching.  Now let me conclude here by pointing out two 

recent trends in the field.  One has to do with data.  For most of its history, face recognition was 

lacking data because it's very cost- and time-intensive to recruit subjects to come into a lab and sit 

down and possibly come multiple times to be recorded.  And so, as a consequence, there were only 

a few databases available of reasonable size.  Now, this has all changed in the last 5 to 10 years, 

with the increased use of digital photography, as well as the users of online social networks to share 

images.  One of the recent examples that we're probably going to hear about more today is from 

face.com, who say that they have indexed 31 billion -- yes, that's "billion" with a "b" -- 31 billion 

faces in their processing, which I'm sure helps them tremendously in building very accurate face 

models.  The second trend has to do with pose.  As this video here indicates, faces are three-

dimensional objects.  So they look very differently, depending if I look at the face from a profile 

view or from a frontal view, which makes it very hard to match faces across pose.  On the other 

hand, in real-world images, you oftentimes find pose variations since people don't always just look 

directly at the camera.  So, what's been interesting in the field is that over the last few years, a 

number of systems have been proposed and tested that are able to compute a full 3-D model from a 

single input image completely automatically.  And what that helps you to do is to essentially re-

render a face in any pose you want.  I showed in the example here where you take a frontal-input 

image, you build a 3-D model, and you compute a profile view of it, Which helps then 

tremendously in recognizing faces across pose.  And with that, I'd like to conclude.  [ Applause ]  

 

 >> Mark Eichorn: Dr. Phillips?   

 

 >> Dr. Jonathon Phillips: Thank you, and thank you for inviting me here and giving the 

opportunity to speak about the basics of facial recognition.  So, I'm going to start off, and a lot of 

the first couple slides echo the beginning of Ralph's talk, but I think it also emphasizes the 

importance of some of the points that he made.  I should say, when I go through here, I do ask 



 

 

questions to try to keep the audience awake and keep them participating.  So, you'll see the next 

slide.  Hopefully the format comes through.  And please tell me who this person is.  You have half 

a second.  Oops.  There goes my slide.  The next slide -- [ Laughter ] Who is this?  I'm sure nobody 

in the audience has trouble recognizing this person.  Of course, this is President Obama, and this is 

a famous person or familiar person.  We are very good at recognizing people we know well.  But a 

lot of the work we have been doing or I've been participating in over close to 20 years has been 

unfamiliar.  So, I'm going 







 

 

I'd like to, I guess, move to question time, but I think I would just like to summarize the two key 

points, is that there are two fundamental classes of face recognition.  One is recognizing familiar 

faces.  We're all very, very good at that, and we see new faces or make decisions.  Sometimes we 

interpolate our decisions or extrapolate our decisions based on our ability to recognize familiar 

faces versus unfamiliar, which is a different problem, which a lot of algorithm-development 

community effort has worked on.  The other is, we have mug shots or controlled frontal 

illuminations.  There's been fantastic progress in the last 17 years, as shown by missed evaluations.  

But as we now move and solve that problem, we're now moving upon to the other cases.  What 

happens if we do point-and-shoot?  What happens with video and a lot more constrained?  In many 

ways, this is the cutting-edge of research we're just moving into, and it's probably -- probably what 

I've seen more models of the southeast social-media concerns being addressed.  And I think this is 

now an active area of research, and time will tell over the next five years if we see similar limits in 

performance or maybe the different capabilities.  Thank you.  [ Applause ]  

 

 >> Mark Eichorn: Thank you both very much.  Let me, I guess, start off the questions with one 

sort of taking off on the "Minority Report" theme -- and you both addressed this in different ways -- 

but with the increase in images that you talked about and the, you know, vast increase, the 

acceleration of the accuracy rate in the last years of study -- Is that "Minority Report" kind of 

situation feasible now or feasible in, you know, 10 years, with sort of predictable advances in, you 

know, the number of images, the increase in computer speeds, the reduced costs of computer 

storage and developments such as that, as well as the developments in the facial technology itself?   

 

 >> Dr. Jonathon Phillips: So, you -- Oh, this is -- Oh.  Oh.  So, one of the things about  "Minority 

Report," it just knew who that person was moving forward, which is a huge database.  I think, you 

know, these being frontal -- I think for the moving forward, I think that'll be always a challenging 

problem.  I think the limits of where you can push face recognition in unconstrained situations is an 

open question.  In other words, there's some fundamental limits -- that we don't have "X" quality of 

images, where I mean quality, not -- or maybe quantity over enough viewing conditions.  I think it's 

an open research question of what the limits of recognition are in the unconstrained environment.   

 

 >> Mark Eichorn: Ralph, do you have any comment?   



 



 

 

older ones I've shown taken with a digital single-lens reflex are maybe six megapixels.  And the 

conclusion I've come to after looking at these is, it's not the number of megapixels you have.  It's 

the quality of the camera and the lens, the optics, and the ability to F-stop down itself.  So, the issue 

is not how many more megapixels you can stick on your smartphone.  It's, can you stick a better 

lens and focusing mechanisms on the smartphone that dictate the performance over a wider range 

of the quality of images for recognition.   

 

 >> Mark Eichorn: We have a question from the audience, and the question is to Dr. Phillips.  Has 

NIST issued any standards on performance quality or integrity of facial recognition technologies?   

 

 >> Dr. Jonathon Phillips: So, one of the research projects we're starting out with is to measure 

quality -- to start measuring quality of images for recognition.  This is not a solved problem.  We 

have, for example -- I should say we're in the process of formulating a challenge problem to be able 

to measure and assess what are effective quality measures for face recognition for matching.   

 

 >> Mark Eichorn: So, another question is, as we get more and more images of each of us and 

images that are associated with us, does it then become easier to identify an unknown person when 

you're comparing to sort of a known data set?  If you have 100 pictures of me that are known to be 

pictures of me, is it easier to identify that 101st picture of me?   

 

 



 



 

 

 >> Jonathon Phillip: So, the ones that are cooperative, you actually go up and interact, like a foot 

away from the scanning to get a high quality.  I would say acquiring irises at a distance is currently 

a research topic.   

 

 >> Mark Eichorn: And you said that retinal scanning was a different type of process?   

 

 >> Dr. Jonathon Phillips: Yeah.  Basically, I think, if I remember correctly, retinal looks at the 

blood vessels in the back of the eye, and it's much more intrusive than retinal scanning.  I don't 

know of any serious applications with it.   

 

 >> Mark Eichorn: Okay.  Could you talk about the differences between facial detection and facial 

recognition?  You discussed it, Dr. Gross.   

 

 >> Dr. Ralph Gross: In terms of performance?   

 

 >> Mark Eichorn: Yes.   

 

 >> Dr. Ralph Gross: Yeah, generally, face detection performs better.  You see it quite frequently in 

use in your consumer-grade cameras, that you have a little green box hovering over faces.  And 



 

 

 

 >> Mark Eichorn: And what kind of criteria -- We've heard of age and gender being used or 

detected, some type of categorization based on that being made.  Are you aware of any other types 

of sort of identifications that are made by facial detection?   

 

 >> Dr. Ralph Gross: I'd say these are the most popular one, gender and age.  You know, ethnicity 

is certainly one that I've seen, although not as frequently.  So, yeah.   

 

 >> Mark Eichorn: Okay.  Well, with that, we'll wrap up the first panel, but I really appreciate both 


