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Abstract 

Consumers increasingly rely on intermediaries ("infuencers") to 
provide information about products, often because product choice is 
vast. Examples include blogs, Twitter endorsements, and search engine 
results. Such advice is typically not paid for directly by the consumer, 
but instead the beneft to the infuencer comes from mixing advice 
and endorsement, often in a way that is unobservable to the follower. 
Giving enough good advice is necessary to keep followers, but there is 
a tension between the best advice and most revenue. This paper mod-

els such a dynamic relationship between such an infuencer and their 
follower. The relationship between infuencer and follower evolves be-
tween periods of less and more ads. Infuencers who inherently value 
attention provide better advice for followers. The model can provide 
insight into stricter enforcement of policies like the FTCs mandate of 
disclosure on paid Twitter endorsements. If disclosure makes adds less 
valuable, it may be that superior policies to tweet-by-tweet disclosure 
might exist. For instance a opt-in policy that efectively deregulates in-
fuencers with good reputations. The model can also be interpreted as 
a search engine that biases organic search results to maximize profts, 
potentially at the expense of providing advice that leads to competing 
services. Market power by the infuencer may be good or bad for wel-
fare, despite bias, suggesting that biased search results by a dominant 
engine is not necessarily a justifcation for antitrust-type action. 
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1 Introduction 

In many markets where product diferentiation is huge, consumers rely on 
intermediaries to provide information about options. An estimate of the 
number of products on Amazon alone is over 300 million.1 Finding the right 
content, whether it is a song or physical product, or in the case   

http://bits.blogs.nytimes.com/2013/06/09/disruptions-celebrities-product-plugs-on
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advice and advertisement. The infuencer faces a trade­of. On the one hand 
it seeks to monetize the advice it gives, possibly by biasing advice toward 
paying advertisers. On the other hand, it needs to maintain good advice 
on average, or following will not be valuable to followers. The model has 
positive implications about who make good infuencers and how the rela­
tionship between infuencers and followers evolves. The model is applied to 
policy questions, like the proposed FTC regulations and the impact of mar­
ket power, to understand the impact on these dynamic relationships. The 
results show the sense in which guidance is diferent from a world in which 
advice would be motivated by money rather than future attention that might 
lead to more opportunities to give advice. 



attention. Therefore scaling the value of advertising by a constant fraction 
simply lowers the infuencer's payof by that fraction. This result comes 
directly from the central feature of the model, that the reward for good 
behavior is future opportunity to 



products.4 The treatment of search engines relative to this conduct is a central 
policy question, in particular in the recent action against Google in Europe 
about the placement of Google's own pages relative to its best algorithmic 
advice for a given search. Google's acquisition strategy, including YouTube, 
can be seen as not independent of the goal of favoring some results over 
others. 

The model is used to ask to what extent a dominant search provider 
makes advice better or worse. Strengthening an infuencer's value can both 
increase a notion of "market power" for the infuencer and also increase the 
incentives for the infuencer to keep the relationship alive by providing enough 
good advice. In this sense the relationship contains a form of capital that 
leads to the possibility of natural monopoly, relevant when assessing the 
appropriate competition policy for a large infuencer like Google. In section 
4.2, market power, defned as more value from the infuencer relative to the 
outside option, can increase social welfare. The reason is that greater "inside 
value" makes the relationship easier to maintain, and therefore can beneft 
both sides. There is a sense that this sort of favor­trading model has a sort 
of natural monopoly, in the sense that inside value unambiguously makes the 
relationship more efcient. On the other hand market power skews value to 
the infuencer, so it is unclear whether or not the follower benefts. In section 
4.2, it is shown that the efciency efect never benefts the follower on net, 
and therefore market power causes consumer harm, even when it increases 
welfare. 

The paper is organized as follows. The model, which is very sparse in 
its most basic form, is introduced in section 2. Much of the paper focuses 
on the case where the follower can commit to a contract. This is because 
commitment turns out to be irrelevant for many of the qualitative features of 
the contract, and therefore is a bit of a distraction. The commitment contract 
is developed in section Section 3. Section 4 then uses the model to study the 
policy issues of mandatory disclosure and market power. Section 5 discusses 
the fully relational contract with no commitment on either side, in order to 
highlight the qualitative similarity to the benchmark discussion. The section 
also considers extensions to allow for the infuencer to make revenue from 
followers in other ways besides at the expense of good advice, and to allow 
for the possibility that ads lead to demonstrably bad advice. 

4 Blogs have no restrictions; there is no way to tell what things are being recommended 
because of compensation. 
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that puts the model most in common with Li et al. [2015] and Bird and 
Frug [2015]. The model here is somewhat simplifed in the sense that the 
feasible set is either one of two possibilities and the follower (the principal in 
their language) has only two choices, follow or not. The model here is cast 
in continuous time which allows characterization and comparative statics, as 
well as policy analysis, that are the motivation here. 

The model proceeds by describing contracts in terms of a sufcient statis­
tic in terms of future time that bears a resemblance to the experimentation 
model of Guo [2016] and papers in the patent literature such as Hopenhayn 
et al. [2006]. Halac and Prat [2014]study an employment model where the 
employer gets a periodic signal and has private information about whether 
the monitoring technology is operating. The employee responds by shirk­
ing depending on whether or not they believe the monitoring technology to 
be operating. In this paper the private information is entirely on one side 
(the infuencer), but the model shares the Poisson structure with periodic 
improvements in the state and continuous in�is� the� state and �
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erate both clicks on the Google property and on paid ads, suggesting that 
indeed Google does have at least two channels by which it is incentivized 
to bias listings toward its own properties. Burguet et al. [2015] models the 
bias in "organic" results for an optimizing search engine that also shows paid 
results. Their results focus on the interrelationship between disclosed and 
undisclosed ads, whereas this paper focuses on the dynamic incentives faced 
by the adviser. In that sense this paper provides further understanding of the 
problem     onthis sense  f
1.68�0�Td
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/T1�0�1�Tf
(�)T39
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The choice of a is private information of the infuencer. Although the 
follower cannot explicitly observe and punish the infuencer taking money, 
there is implicit punishment associated with the fact that the infuencer will 
punish a lack of good advice.The decreasing λ(a) is the tension between 
good advice and monetization that generates the potential for inefciency. 
For simplicity, and so that the role of the private information on a is the 
focus of the model, it is assumed that the arrival of good advice is known by 
both sides of the transaction. 

Below we consider several extensions to this basic structure, which have 
interesting implications but do not change the central economics of the bench­
mark model. Section 3.5 allows for total surplus to depend on the level of 
the ad technology, so that in particular the ads might reduce total surplus. 
In section 5.2, the advice technology is modifed so that there is not a pure 
tradeof between ad revenue and good advice, but rather some good advice 
might also be monetizable. In section 5.3 there is not only good advice 
but also b� b� 
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a given d, and therefore making a a choice variable of the follower subject to 
incentive compatibility. The recursive problem, according to the principal of 
optimality, is 

V (d) = maxa,f,d' (1 − f)s + f(1 − a)λ(1 + V (d ' ) − V (d)) + V ' (d)d_ 

subject to incentive compatibility of a (to be described below) and the deliv­
ery of d according to the promise keeping constraint (1).7 Denote the solution 
to this problem by a(d) and f(d). The infuencer's payof given the solution 
is 

W (d) = f(d)λ(a(d) + (1 − a(d))(W (d ' ) − W (d)) + W ' (d)d_ 

The infuencer's choice of a can therefore be written as 

maxa∈[0,1]aλ + (1 − a)λ(W (d ' ) − W (d)), 

Incentive compatibility for a is thus 

W (d ' ) − W (d) 
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>:  

≥ 1 if a(d) = 0 

≤ 1 if a(d) = 1 (3) 

= 1 if 0 < a(d) < 1 

3.2 The Pareto Frontier 

The solution to the problem relies on concavity of V , which ensures that the 
IC 



The payof from such a strategy for the follower, who receives s while waiting 
and V (d) from the moment that the waiting period ends, is 

d − x x 
s + V (d)

d d 

But since s = V (0) (if the follower will never follow again, d = 0, then the 
follower gets the outside option s forever) and the maximized value V (x) 
must be at least as high as this feasible strategy: 

d − x x 
V (x) ≥ V (0) + V (d)

d d 

Although this is not a full proof of concavity, it hints at the sense in 



in motivating a = 0 



V (d)  

1 p = 1 p = 0

s 

d 

Since the value function is linear for d > d̂, the contract could randomize 
^between d and 1 any time d fell in this range. However doing so is not 

essential for optimality, and therefore  in the sense of Li et al. 
[2015] does not occur. The only absorbing state that is required  optimality 

is d = 0. It is immediate  relationships end 



subject to 

_W = fλ((1 − a) + a) + W 
_= fλ + W 

Since W (d) is monotone, applying the change of variables W = W (d) recovers 
the same three equations for V , W , and d as were determined above, and 
therefore the solution to the problem is as described in the problem in terms of 
d. The contract as described above is essentially a monotonic transformation 
of the contract in promised utilities. The utility possibility frontier can be 
depicted graphically: 

V + W = λ 

W 

V (W ) 

s 

λ  

The change of variables facilitates interpreting the contract as being de­
centralized as a transfer of chips. Let the stock of (divisible) chips be given 
by C. \henever good advice is delivered, the number of chips grows by one. 
At every point in time where good advice is not delivered, the chip stock 
changes at rate C − λ. This can be interpreted as the chips being paid by � chips1�0�1�Tf
infuencof�oj
/T3�0�1�Tf
1.235�0�Td
(time)Tj
/T10�1�Tf
(�)Tj
/T3�0�1�Tf
1.651�0�Td
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By construction the infuencer always prefers to choose a = 0 when the 
policy calls for it. It remains to be verifed that the infuencer would always 
(weakly) rather pay the follower at rate λ to be followed than not pay, and 
allow the chips to simply earn interest. Suppose the chip stock is C, and the 
infuencer chooses to not be followed for t units of time, at which point the 
chip stock is �� tha� than



about the allocation changes. The reason is that this "tax" both reduces 
the current incentive to run ads and the future 



4 Disclosure and Competition Policy 

In this section we apply the model to consider two relevant policy issues: 
disclosure of ads and the role of market power by infuencers. 

4.1 Disclosure 

An important policy consideration in these relationships is whether there 
would be beneft in mandating disclosure of monetary compensation by in­
fuencers. In order to model a meaningful trade­of, we assume that disclosed 
and undisclosed ads might have diferent returns, and in particular that dis­
closure might lower the return to the ad technology. On the topic specifcally 
of internet endorsement, 12 

Audiences "have a very visceral reaction to '#ad' or '#spon' 
or whatever it is, where they don't want to know people are get­
ting paid for stuf even if they are," said Jaclyn Johnson, presi­
dent of creative services at Small Girls PR, where she connects 
brands like L'Oreal Paris and Urban Decay cosmetics to infu­
encers who have large social media followings. "A few bloggers 
we work with say, 'I want you to know, my engagement on posts 
that are tagged "#ad" or "#spon" get lower engagement than if 
that wasn't there." ' 

In the case of disclosed ads, the return might be impacted by the fact that 
the disclosure might make the ad less efective in terms of net value between 
the infuencer and follower. This is consistent with the fact that, without dis­
closure rules, endorsements on Twitter and other social platforms are rarely 
disclosed. It is also consistent with the idea that disclosure might be have di­
rect costs: Twitter's character count means that characters used in disclosure 
are costly. 

http://www.nytimes.com/2016/08/30/business/media/instagram-ads-marketing


perceptions is interesting but left unmodeled, and the value to the follower of 
the advice is fxed as one. It is straightforward to also allow the value to the 
follower to difer as disclosure varies; the important feature is that the net 
value of the advertising technology between infuencer and follower is lower 
when disclosure is forced upon it. The idea that disclosure generates costs for 
both sides might come out of an economic model like the one in Inderst and 
Ottaviani [2012]. In that model, disclosure can lower the informativeness of 
ads because it creates greater disincentive to advertise among more efcient 
frms. In a related summary, Inderst [2015] states 

Various policies can limit the use of commissions or dampen 
the impact that they can have on advisers' recommendations, 
such as a cap or an outright prohibition, mandatory disclosure, 
restrictions on the steepness of incentives, or their mandatory 
deferral. One of the key insights is that this may however not 
always increase welfare. In fact, when commissions serve a welfare 
enhancing role, such as to steer recommendations to more efcient 
products, such policies may generate or aggravate a problem of 
underprovision of incentives. The positive role of commissions is 
frequently overlooked notably in policy debate. 

Meanwhile an authority might impose a cost on undisclosed ads, so that 
undisclosed ads return λuau with au ≤ 1 − am. The variable u is the policy 
variable considered by the FTC. One interpretation is that the FTC can 
intercept a fraction u of all advertisements and force them to be taken down; 
in fact, this channel has been a common one for the FTC to use in regulating 
these tweets so far.13 

\ithout further assumption, the ad technology would efectively be whichever 
gave a higher return. To make the policy meaningful, assume that disclosed 
ads cannot be greater than the recommended ad level a, since otherwise the 
ad level would be known to be diferent from the right one. Implicitly this 
assumes that "fake" ads, i.e. disclosure of ads that 

https://www.engadget.com/2016/10/13/ken-bone-may-have-violated-ftc




V (d0) + W (d0) 

u  
p 

4.1.2 Alternative policies 

The model suggests several policies that could be an improvement. For in­
^stance, suppose that disclosure rules only applied to infuencers below d. 

High d infuencers were free to make the full ad technology return. Then 
the follower gets the beneft of the tighter IC constraint without the cost of 
making the reward to good advice lower. This policy could be implemented 
on an opt­in basis. Suppose the infuencer could announce whether or not 
disclosure rules would apply to them before the follower chooses f . 14 For 
d < d,̂ the follower only f. making  .   d ^ the�



value to Google, possibly at a cost to consumers. Although the main antitrust 
concern is whether or not this conduct is anti­competitive relative to other 
frms (like linking users on the "organic" side of the search to Google travel 
rather than TripAdvisor), an alternative concern is that Google's monopoly 
power impacts its incentives to give good advice. Supposed anti­competitive 
behavior by Google relies on the ability to distort away from the best product; 
if Google's product is the best link, the conduct would be hard to describe 
as anti­competitive. 

One way to understand market power is as the relative quality of the 
infuencer relative to other options. Suppose that the value of output to 
both parties is scaled by γ, so that good advice is worth γ to the follower 
and the advertising technology generates γa for the infuencer. 15 Since s 
is not scaled, higher γ signifes more market power: the follower gets more 
value inside than outside the relationship. It is easy to characterize the value 
function in terms of γ and s, since neither impacts the optimal allocation. 
Let V (d) denote V in the case where γ = 1 and s = 0. 

Lemma 6. V (d) = γV (d) + s(1 − d) 

Proof. Suppose the policy remains unchanged for any d. Then the IC con­
straints and feasibility constraints bind (since they are unchanged) for any 
other γ and s; all that remains is to show that the V indeed is as described. 
For s, note that we can compute dV/ds directly. The analog to (4) is 

V (d) = maxa,f (1 − f)s + f(1 − a)λ(γλ − s)(d ' − d) + V ' (d)d_ (5) 

In the region where a = 0 and f = 1 it is direct to compute 

dV/ds = −λ(d ' − d) − d_ 

= −λ(d ' − d) − (d − 1 − λ(d ' − d)) 
= 1 − d 

and 

dV/dγ = λ2(d ' − d) + V ' (d)d_ 

15 The possibility that �value" is measured as rate of arrival λ is considered below; fre



which verifes the conjecture by replacing dV/dγ with V (d), the recursion 
for s = 0. Since the other two regions are merely s (when d = 0) and 
the discounted waiting time until V (d̂) (for d > d̂) the other regions follow 
directly. 

As a comparative static, consider an increase in market power x by rais­
ing γ and lowering s so that γλd0 + (1 − d0)s is constant, i.e. ds/dx = 
−λd0/(1 − d0). By doing the comparison in this way there is no sense in 
which market power, for the starting duration, increases welfare on its own. 
It may, however, change both the division of surplus and the initial d0. The 
following result shows how changing market power impacts the surplus of 
both parties 



5 Extensions 

5.1 Limited commitment for the follower 

Now suppose that the contract must be supported by the threat of reversion 
to the static Nash outcome for the game, i.e. the principal getting s and the 
agent getting 0 forever. In order to impose this, assume that must be the 
case that V is least s at every point in time. 16 \e will call such optimal 
plans "committment­feasible." 

The solution with this constraint imposed is qualitatively similar to be­
fore. The main diference is that some durations of interaction d are not 
commitment­feasible. For instance it can never be possible to have d = 1, 
since then the principal gets payof zero and would be better of reverting 
to static Nash. \hether or not a given d is commitment feasible is a cutof 
rule: 

Lemma 8. Suppose there is a commitment-feasible plan that has f = 1 for 
duration d�. Then for all d < d�, there exists a commitment feasible plan where 
f = 1 for duration d. 

� �Proof. For the plan starting from d , V (d�) ≥ s. For d < d let f = 0 (and so 
�d_ = d) until duration rises to d. The return to such a plan is 

d�− d d 
s + V (d�) ≥ s 

d� d�

and therefore constitutes such a committment­feasible plan. 

The result immediately implies that the range of d that is not commitment 
feasible is an interval (d,� 1]. It is immediate that V (d�) = s, since if it were 

�more, then there would be a commitment feasible plan for some d > d: let 
� �f = 1 and a = 1 until d falls to d. For d close to d, this makes almost as 

much as V (d�). 
Following the same arguments as in Proposition 1, with the domain re­

�striction that d ≤ d, generates an 



For d > d̂ it has to be that p(d) = 0. d, p(d) = 1 except when d = 0.For d < ^
a(d) = 1 except at d = 0. 

Note that V concave with V (0) = V (d�) = s implies that V ' (d�) < 0. The 
impact of the lack of commitment shifts the utility possibility frontier: 

V + W = λ 

W 

V (W ) 

s 

λ  

\ithout commitment there is a further reason why market power, as 
defned in the previous section, might improve welfare: making the outside 
option higher makes the constraint V (d)   �



own products on searches not because 
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5.2.1 Known Transaction Value 

In this section let the technology for revenue be λa + v, with v > 0, but no 
technology a~ for "paid good advice. The infuener's payof becomes 

W (d) = f(d) (v + λa(d) + (1 − a(d))p(d)(W (d ' ) − W (d))) + W ' (d)d_ 

and the total surplus is 

W + V = d(λ + v − s) + s 

The value v, although it accrues directly to the infuencer, unambiguously 
benefts the follower: 

Proposition 9. dV (d)/dv > 0 for d ∈ (0, 1) 

Proof. Following the same line of argument as in Lemma 5, following the 
same policy at v ' > v as is optimal at v remains ICMCID�14���BDC�
/T1�4�1�Tf
7.9701�0�0�7.2�1�Tf
0.9ima�line�T������Tf
��dj
�T�����<<���si���<<���si��e�





case that the optimal contract now involves periods with f = 1 and a = 1 
even though a = 0 is feasible, and would be chosen if λ~ = 0. In other words, 
the fact that the two types of good advice can not be distinguished can serve 
to make them substitutes, in the sense that more of the paid good advice can 
crowd out unpaid good advice. This diferentiates "paid good advice" from 
the known value of following v. 

5.3 Bad advice 

Until now, advice was either good or neutral; the cost of neutral advice was 
implicit in s. To make the concept of bad advice more explicit, suppose that 
in addition to good advice, bad advice can arrive, at an increasing rate in 
a. Specifcally let bad advice come at rate α + aλb. Bad advice generates 
a payof −b for the follower. This section shows that the basic logic of the 
model without bad advice remains valid. 

Upon bad advice the follower updates duration to d. The incentive con­
straint becomes, for a = 1, 

λ − λ(W (d ' ) − W (d)) + λb(W (d) − W ) ≤ 0 

or 
λb1 − (W (d ' ) − W (d)) + (W (d) − W ) ≤ 0 
λ 

The IC constraint is loosened by choosing W (d) < W . On the other hand 
there is a cost to tightening the IC constraint. The objective is 

V (d) = maxa,f,d ' (1−f)s+f(1−a)λ(1+V (d ' )−V (d))+faλb(−b+V (d)−V (d))+V ' (d)d_ 

Since V is concave, the follower faces a tradeof between punishing bad advice 
when a = 0 (but note there is no punishment for a = 1) and losses due to 
concavity of when V (d) < V (d), which acts like a random fuctuation in 
duration for a given value of a. 

One way to see the benefcial impact of potential bad advice is in the 
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Proofs 
Proof of Proposition 1 

The proof of the structure of the optimal contract follows the following pro­
cedure. First suppose that the solution is such that V is continuous and 
concave. This implies W is increasing and convex. Then verify that the 
solution has the form described, then verify that under that solution that V 
is indeed concave. This implies that the solution solves the 



Therefore either it is optimal to have a = 0 or a = 1. \hen a = 1, V (d) = 
V ' (d)(d − 1), so 

Va=0(d) − Va=1(d) = λ((λ − s) − V ' (d))(d ' − d) 
= λW ' (d)(d ' − d) > 0 

Therefore f(d) = 1 implies a = 0 if feasible.  
Since W is increasing, this implies that there are two regions: one below  

d̂ where a < 1 is feasible, and above where it is not. 
Step 2: Suppose a(d) < 1 for some dTj
/Tj
/17Td
(is)Tj.00 Td
(d)Tj
/Tj
/T1_0 1 Tf
( )Tj
3 



Proof of Lemma  

Step 1: shape of W (and therefore V ) for any f and a.  
•  Suppose a(d) = 1 and f(d) = 0 Then W (d) = λ + W ' (d)(d − 1) and so 
the W (and therefore V ) must be linear. 

•  Suppose f(d) = 0. Then W (d) = W ' (d)d. i.e. once again W and V 
are linear. 

•  Suppose f(d) = 1 and a(d) = 0. Then  

V (d) = λ(λ − s)(d ' − d) + V ' (d)(d − 1 − λ(d ' − d))  

let d ' − d = x. Note that x ' < 0 if W is convex. So  

V ' '  =  λ(λ − s)x + V '' (d − 1 − λx) + V ' (1 − λx ' ) 
V '' x ' (λV ' − λ(λ − s))/d_ = 

so 

V '' = −x ' λ(λ − s − V ' )/d_ 

= −x ' λW ' /d_ 

' ' but both x and d_ are negative, while W is positive, so V '' < 0. 

Step 2: kink point where d' = 1  378.267 Tf
( )Tj
/T1_1 1 Tf
1.903 0 Td
(d)Tj
EM31.9781.9552 444.676-f
( )Tj
EMC 
/P <</MCID 56 >>BDC 
/T3_1 1 Tf
11.9552 0 0 1a
/StyleSpan <</MCID 41( )Tj
/T1_3 1 Tf
1.039 0 Td
(0)Tj
o
/P <</MCID 61 >>BDC 
/T3_0 1 Tf
1.039 0 TdTf
( )Tj
EMC 
/P <</MCID 60 >>BDC 
/T1_6.l039 0 TdTf
( )Tj
EMC 
/P <</MCID3.3562 110.85i6.l039 0 TdTf
( )Tj
EMC 
/P <</32P <2(t)]TJ
/T1_0 1 Tf
( )Tj
/T7Tf
7= / �



Proof of Lemma 3 

Proof. Suppose the principal asks for advice until stopping at rate γ. If good 
advice is received before stopping the agent gets asked advice for d units of 
time (starting from that point, discounted to that point), and then no advice 
is asked for, so p = 0 for the d units of time. Then if the agent gives good 
advice they get 

Wγ = λ(dλ − Wγ ) − γWγ 

Set dλ − Wγ = 1, so Wγ = 1+
λ

γ . Now as λ grows, choose γ(λ) so that Wγ is 
constant. That implies that dλ is constant in λ. The derivative of γ(λ) is 

dγ 1/(1 + γ) (1 + γ) 1 
= = = 

dλ λ/(1 + γ)2 λ Wγ 

The principal's payof is 

Vγ =  λ(1 + (1 − d)s − Vγ ) + γ(s − Vγ ) 
λ + (1 − d)λs + γs 

= 
1 + λ + γ 
λ (λ + γ)s dλs 

= + − 
1 + λ + γ 1 + λ + γ 1 + λ + γ 

1  (1 + 1/Wγ )s 
limλ→∞Vγ = + 

1 + 1/Wγ 1 + 1/Wγ 

Wγ = + s 
Wγ + 1 

So Vγ > s. 
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