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or targeted ads, and mechanisms for consumers to request

removal of their personal data from companies’ databases.

Despite the availability of privacy choices, including mech-

anisms created by industry self-regulatory groups (e.g., the

Digital Advertising Alliance [

21]) as well as those mandated

by legislation, consent mechanisms appear to have failed to

provide

advertising [

24,35,40,42,55]. Our study builds on prior work

by contributing a large-scale and systematic review of website

privacy choices, providing deeper insight into how websites

offer such privacy choices and why current mechanisms might

be difficult for consumers to use.

We conducted an in-depth content analysis of opt-outs for

email communications and targeted advertising, as well as

data deletion choices, available to US consumers. Through

a manual review of 150 English-language websites sampled

across different levels of popularity, we analyzed the current

practices websites use to offer privacy choices, as well as

issues that may render some choices unusable. Our empirical



ted important details about a privacy choice, such as whether

a targeted advertising opt-out would stop all tracking on a

website, or the time frame in which a request for account

deletion would be completed. Though a less frequent occur-

rence, some policies contained opt-out links that direct the

user to a page without an opt-out, or referred to non-existent

privacy choices. We further observed a lack of uniformity

in the section headings used in privacy policies to describe

these choices. Compounded, these issues might make privacy

choices hard to find and comprehend.

New regulations, such as the European Union’s General

Data Protection Regulation (GDPR) and California’s Con-

sumer Privacy Act (CCPA), aim to address issues with pri-

vacy choice mechanisms and include strict requirements for

obtaining and maintaining consent for practices like direct

marketing, targeted advertising, and disclosure or sale of per-

sonal data [25, 50]. Our study contributes a better under-

standing of the mechanisms websites currently use to provide

choices related to these practices, and where they may fall

short in helping people take advantage of available choices.



3 Related Work

Our study builds upon prior work that (1) evaluated privacy

control mechanisms; and (2) studied consumer attitudes and

behaviors related to data collection and use.

3.1 Prior Evaluations of Privacy Choices

The usability of websites’ privacy communications and

controls has long been problematic [47, 48]. Recent work

has shown that privacy policies still exhibit low readability

scores [26, 44]. Additionally, most websites fail to provide

specific details regarding the entities with which they share

data and the purposes for which data is shared [34]. Some con-

sumer advocates argue that current control mechanisms nudge

people away from exercising their right to privacy with prac-

tices, such as creating a cumbersome route to privacy-friendly

options, highlighting the positive outcome of privacy-invasive



the AdChoices icon, and even fewer used the related text [35].

Similar noncompliance issues with the enhanced notice re-

quirement were found by Komanduri et al. in a large-scale

examination of DAA and NAI members [40]. In 2015, Cranor

et al. reported that privacy policies of companies who use

targeted advertising did not meet self-regulatory guidelines



cluded websites sampled across different ranges of web traffic

that were registered primarily in the United States.

4.1 Template for Analysis

We implemented a comprehensive template in Qualtrics to fa-

cilitate standardized recording of data for researchers’ manual

content analysis of websites. For the purpose of our analy-

sis, we defined opt-outs for email communications as mecha-

nisms that allow users to request that a website stop sending



the 37 websites that had updated their privacy policy. Our

reported findings are primarily based on the later versions of

these policies, but we also compared the pre- and post-GDPR

versions for these websites, and highlight differences.

4.3 Data Collection
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Figure 2: Distribution of different types of targeted advertis-

ing opt-outs in privacy policies and “About Ads” pages across

top, middle, and bottom websites.

outs in the user account settings, 11 of which led to the same

opt-out page presented in the policy.

As seen in Figure 2, many websites referred to opt-out tools

provided by advertising industry associations. However, 27%

of opt-out links pointing to the DAA or NAI directed visi-

tors to their homepages, instead of their opt-out tools. This

creates a substantial barrier for people to opt-out because

visitors still need to find the appropriate opt-out tool on the

DAA and NAI websites. Conversely, 21 of 22 links to the

European Interactive Digital Advertising Alliance (EDAA) in

the website policies led directly to the EDAA’s opt-out tool.

Less common, some websites provided advertising opt-outs

implemented by Google or the website itself. Others provided

instructions for adjusting cookie or ad related settings in the

browser or operating system, such as the “Limit Ad Track-

ing” setting in iOS. The use of other services like TrustArc

(formerly TRUSTe) or Evidon was also relatively rare.

Data deletion controls were provided in privacy policies

and account settings. We observed that 111 websites in

our sample (74%) provided data deletion mechanisms to their

users, which is higher than the 51% in the sample analyzed

by GPEN in 2017 [34]. Among websites offering deletion

mechanisms, 75 only provided the choices through the privacy

policy, three only displayed them in the user account settings,

and 33 provided them through multiple locations. However,

even when data deletion choices are described in the privacy

policy, only 27 policies included a direct link to a data deletion

tool or request form. The more common practice was to offer

instructions about how to email a data deletion request, as

was done in 81 policies.

The GDPR contributed to more deletion controls. In our

sample, 37 websites updated their privacy policy around the

GDPR effective date. Four websites added their privacy poli-

cies post-GDPR. Most of the 37 websites had already included

descriptions of privacy choices before the GDPR effective

date, especially for marketing opt-outs (29 out of 37). In our

sample, the GDPR had the greatest impact on data deletion

controls, with 13 websites adding instructions for deleting

account data to their post-GDPR privacy policy. However,

such dramatic change was not observed for marketing and

targeted advertising opt-outs.

Websites include other data collection controls. Though

less common, some websites described additional privacy-

related opt-outs in their privacy policy and account settings.

Opt-outs for web analytic services (e.g., Google Analytics)

were offered by 21% (31) of websites. Interestingly, 17 web-

sites offered opt-outs for the sharing of personal information

with third parties. For example. CNN’s privacy policy3 stated

that “We may share the Information with unaffiliated Partners

and third parties. . . ” and provided a link to an opt-out from

such sharing. Additionally, nine websites described controls



Email Targeted Data

N-Gram Comm. Adv. Deletion

how we use 9 5 2

opt out 13 7 2

person* data 8 1 10

person* inform* 7 2 13

third part* 0 14 2

we collect 15 7 5

we use 11 5 2

your choic* 11 9 10

your inform* 7 3 10

your right* 9 2 20

Table 3: Bigrams and trigrams occurring in at least 5% of



Clicks Boxes Hovers Form Other Total

Email Comm. 2.90 1.68 0.38 0.33 0.17 5.32

Targeted Adv.





Some of our analyzed websites have already provided exem-

plary practices to simplify privacy choices, e.g., automatically

applying privacy choices once the user selects or deselects an

option, rather than requiring the user to click an additional

“save” or “apply” button. Clicking an additional button may

not be intuitive to users, especially if it is not visible with-

out scrolling down the page. Removing this extra step would

avoid post-completion errors, in which a user thinks they have

completed privacy choice, but their choice is not registered by

the website. A requirement that all changes in privacy settings

must be automatically saved could be integrated into regula-

tions and related guidelines. However, any changes should be

made clear to the user to avoid accidental changes.

Provide actionable links. Our findings show that the use

of links pointing to privacy choices was not ubiquitous, and

varied substantially across different types of privacy choices;

93% of websites that offered the choice to opt out of targeted

advertising provided at least one link, whereas the percentage

for email communication opt-out and data deletion choice was

32% and 24% respectively. Websites that do not provide links

usually provide text explanations for the opt-out mechanisms

instead. However, visitors may not follow the text instructions

if significant effort is required, such as checking promotional

emails in their personal inbox for the “unsubscribe” link, or

sending an email to request their account to be deleted. We

also found that some websites may not provide sufficient

guidance to support exercising a privacy choice.

Our findings point to the necessity to enhance the action-

ability of privacy choices by providing links. However, there

should be a careful decision about how many links to include

and where to place them. Ideally, only one link for one partic-

ular type of opt-out should be provided. When multiple links

are presented on the same page, there needs to be sufficient

contextual information to help users distinguish these links.

Of equal importance is the functionality of provided links. In

our analysis, we observed a few instances in which the pro-

vided links were broken, directed to an inappropriate location,

or had styling that easily blended in with text. These practices

reduce the actionability of the corresponding privacy choice

and negatively impact the user experience.

6.4 Understanding Privacy Choices

Describe what choices do. We found that privacy policies

did not provide many details that informed visitors about

what a privacy choice did, particularly in the cases of targeted

advertising opt-outs and data deletion choices. Among all

websites that provided targeted advertising opt-outs, fewer

than 15% distinguished opting out of tracking from opting

out of the display of targeted ads, or indicated whether the

opt-out was effective on just that device or browser or across

all their devices and browsers. Similarly, among all websites

that provided data deletion choices, only 19% stated a time

frame for when the account would be permanently deleted.

Future regulations could stipulate aspects that must be spec-

ified when certain opt-outs are provided (e.g., the device that

the opt-out applies to). This may reduce instances where visi-

tors form expectations that are misaligned with a companies’

actual practices.

7 Conclusion

We conducted an in-depth empirical analysis of data deletion

mechanisms and opt-outs for email communications and tar-

geted advertising available to US consumers on 150 websites

sampled across three ranges of web traffic. It is encouraging

that opt-outs for email communications and targeted advertis-

ing were present on the majority of websites that used these
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Middle Websites

17track.net, abcnews.go.com, avclub.com, babbel.com,

bbb.org, cbc.ca, colorado.edu, desmos.com, file-upload.com,

funsafetab.com, furaffinity.net, gamepress.gg, huawei.com,

indiewire.com, intel.com, internshala.com, kijiji.ca,

ladbible.com, mit.edu, myspace.com, news24.com, openclass-

rooms.com, opera.com, pathofexile.com, php.net, pixiv.net,

poloniex.com, python.org, qwant.com, researchgate.net,

rollingstone.com, runescape.com, sfgate.com, signup-

genius.com, space.com, speedtest.net, theadvocate.com,

trustedreviews.com, tufts.edu, ucl.ac.uk, umd.edu, ups.com,

upsc.gov.in, utah.edu, wattpad.com, wikiwand.com, world-

bank.org, worldoftanks.com, yifysubtitles.com, zapmeta.ws

Bottom Websites

abebooks.com, adorama.com, artsy.net, bovada.lv, cj.com,

classlink.com, coreldraw.com, dotloop.com, elitedaily.com,

eurowings.com, fangraphs.com, filmapik.co, findlaw.com, fin-

eartamerica.com, foodandwine.com, fronter.com, garena.com,

gear4music.com, ghafla.com, hide.me, hsn.com, hsreplay.net,

junkmail.co.za, justjared.com, kodi.tv, ldoceonline.com,

letgo.com, lpu.in, majorgeeks.com, metacrawler.com,

momjunction.com, mr-johal.com, ni.com, notepad-

plus-plus.org, ou.edu, phys.org, playhearthstone.com,

priceprice.com, rarlab.com, rice.edu, shein.in, statistic-

showto.com, stocktwits.com, theathletic.com, tradingeco-

nomics.com, uottawa.ca, uptostream.com, usgamer.net,

volvocars.com, wimp.com

B Website Analysis Template

Step 1: Visit the homepage of the website

1. Please enter the name of the website (use the format

"google.com").

2. Did you see a notice for consumers that is an "opt-in"

to the website’s privacy policy and terms of conditions

(including the use of cookies)? [Yes, and it included a

way to opt-out or change settings; Yes, but it did not

include a way opt-out or change settings; No]

3. Is there an option on the website to create a user account?

[Yes, No, Other (please specify)]

Logic: The following two questions are displayed if Q3

= Yes

Step 2: Please create a user account for this site.

4. Do you see the option to opt out of the site’s marketing

during the account creation process? [Yes, No, Other

(please specify)]

5. Does the website have account settings? [Yes, No, Other

(please specify)]

Step 3: Look for an “about advertising” or “ad

choices” related link on the home page. Click on the

“about advertising” or “ad choices” link if it is there.

6. Is there an “about advertising” or “ad choices” related

link on the home page? [Yes, and it works; Yes, but it’s

broken; No]

Logic: The following question is displayed if If Q6 =

Yes, and it works or Q6 = Yes, but it’s broken

7. What was this link labeled? [Ad Choices, Something

else (copy label) ]

Logic: The following three questions are displayed if Q6

= Yes, and it works

8. Where does the link direct you to? [Somewhere in-

side privacy policy, Somewhere inside account set-

tings, An individual web page within the site that intro-

duces OBA opt-outs, DAA’s webpage, NAI’s webpage,

TrustE/TrustArc website, Other group’s webpage]

9. By which parties are the advertising opt-outs on this

page implemented? Include all entities that are linked

to on the page. (select all that apply) [DAA, DAA of

Canada (DAAC), European Interactive Digital Adver-

tising Alliance (EDAA), Australian Digital Advertising

Alliance (ADAA), NAI, TrustE/TrustArc service, The

website, The browser or operating system (e.g., instruc-

tions to clear cookies or reset device advertising identi-

fier), Google/Doubleclick, Other groups (please specify),

There are no advertising opt-outs on this page]

10. How many user actions (e.g., clicks, form fields, hovers)

are in the shortest path to completion out of all the opt-

outs provided on this page?

11.



Step 5: Visit the website’s privacy policy, or the page

equivalent to a privacy policy. Some websites may

call their privacy policy something else.

13. Please copy and paste the URL for this page. Retrieve

this policy through the policy retrieval tool.

14.



32. According to the text of the privacy policy page, what

can users opt out from related to OBA/tracking? [OBA

only, Tracking, Not specified, Other (please specify)]

33. Does the privacy policy page say whether the OBA opt-

outs located in the privacy policy will be effective across

different browsers? [Yes, the policy says they will be

effective across different browsers; Yes, but the policy

says there’re for current browser only; Not specified by

the privacy policy; Other (please specify)]

34. Does the privacy policy page say whether the OBA opt-

outs located in the privacy policy will be effective across

different devices? [Yes, the policy says they will be ef-

fective across different device; Yes, but the policy says

there’re for current device only; Not specified by the

privacy policy; Other (please specify)]

35. By which parties are the OBA opt-outs mentioned by

the privacy policy implemented? Include all entities that

are linked to from the privacy policy. [DAA, DAA of

Canada (DAAC), European Interactive Digital Advertis-

ing Alliance (EDAA), Australian Digital Advertising Al-

liance (ADAA), NAI, TrustE/TrustArc service, The web-

site, The browser or operating system (e.g., instructions

to clear cookies or reset device advertising identifier),

Google/Doubleclick, Other groups (please specify)]

36. Does the privacy policy page include any links to an

OBA opt-out? [Yes, there is one link to an OBA opt-out;

Yes, there’re multiple links to different OBA opt-outs;

Yes, there’re multiple links to same OBA opt-out; No]

Logic: The following four questions are displayed if Q35

= Yes, there is one link to an OBA opt-out or Q35 = Yes,

there’re multiple links to different OBA opt-out

Step 7.2: Next, one by one click the links to the OBA

opt-outs in the privacy policy.

37. Do any of the links in the privacy policy to the OBA

opt-outs work? Note: Count links with different text and

the same URL as multiple links. Include links from the

privacy policy and one layer of linked pages as well.

[Yes, they all work; Some work, but some do not; No,

none of the OBA opt-out links work]

38. Please copy and paste the URL(s) of the working links.

Place each URL on its own line.

39.



Step 8.2: Next, one by one click the links to the data

deletion choices.

51. Does the link in the privacy policy to the data deletion

choice work? [Yes, they all work; Some work, but some

do not; No, they’re all broken]

52. Please copy and paste the URL(s) of the working links.

53. Please copy and paste the URL(s) of the broken links.

Logic: The following five questions are displayed if Q11

= Yes, and the link works

Step 9: Next, search for “Do Not Track” or “DNT”

in the privacy policy.

54. Will the website honor DNT requests? [Yes, No, Not

specified in the privacy policy]

Step 10: Next, skim through the policy for things

users can opt-out of. Adjust your previous answers

if necessary and complete the following questions.

55. Did you find any other type of opt-outs in the privacy

policy? [Yes, No]

56. What other things can users opt out from at this site as de-

scribed in the privacy policy? [Device info; All first-party

cookies; Location history; Profile activities/inferred in-

terests; Sharing with third parties; Google Analytics;

Other (please specify); None of the above]

57. When you are skimming through the privacy policy,

could you find any other pages that aim to explain the

privacy policy or the privacy and data practices of the

company in general? [Yes, and the link works; Yes, but

the link is broken; No; Other (please specify)]

58. Please copy and paste the URL of the link(s).

59. Did the privacy policy describe the location of a market-

ing or communications opt out located in the account

settings? [Yes, No]

Step 11: Go to this described location in the account

settings or look through the main levels of the ac-

count settings for marketing, email, or communica-

tion choices. Click links which seem to indicate user

choice or preferences.

60. Is there any marketing opt-out located in the account

settings? [Yes, No, Not applicable (the site doesn’t send

email/marketing messages), Other (please specify)]

61. How many user actions (e.g., clicks, form fields, hovers)

are in the shortest path to completion to this marketing

opt-out?

62. What is the default setting for the marketing opt-outs in

the account settings (e.g., types of emails or ads already

opted out of)? If none, enter ’NA’."

63. Is it the same marketing opt-out page that was presented

in the privacy policy? [Yes; No, it’s a different marketing

opt-out page; There was no marketing opt-out described

in the privacy policy; Other (please specify)]

Logic: The following question is displayed if Q63 is not

“Yes”

64. What types of communications can users opt out

of from in the account settings? [Newsletters, First-

party marketing/promotional emails, Third-party mar-

keting/promotional emails, User activity updates, Site

announcements, Surveys, Mails, Phone calls, Text Mes-

sages/SMS, Other (please specify), None of the above]

65. Did the privacy policy describe the location of an OBA

opt-out located in the account settings? [Yes, No]

Step 12: Go to this described location in the account

settings or look through the main levels of the ac-

count settings for advertising choices. Click links

which seem to indicate user choice or preferences.

66. Is there any OBA opt-out located in the account settings?

[Yes, No, Not applicable (the site doesn’t use OBA),

Other (please specify)]

67. How many user actions (e.g., clicks, form fields, hovers)

are in the shortest path to completion to this targeted

advertising opt-out?

68. Is it the same opt-out page that was presented in the

privacy policy? [Yes; No, it’s a different OBA opt-out

page; There was no OBA opt-out described in the privacy

policy; Other (please specify)]

Logic: The following four questions are displayed if Q68

is not "Yes"

69. By which parties is the OBA opt-out in the account set-

tings implemented? Include all entities that are linked

to from the account settings. [DAA, DAA of Canada

(DAAC), European Interactive Digital Advertising Al-

liance (EDAA), Australian Digital Advertising Alliance

(ADAA), NAI, TrustE/TrustArc service, The website,

The browser or operating system (e.g., instructions to

clear cookies or reset device advertising identifier),

Google/Doubleclick, Other groups (please specify)]



70. What can users opt out from related to OBA/tracking

from the account settings? [OBA only (users will still be

tracked), Tracking, Not specified, Other (please specify)]

71. According to the information provided, will the OBA opt-

out in the account settings be effective across different

browsers? [Yes; No, it’s for current browser only; Not

specified; Other (please specify)]

72. According to the information provided, will the OBA

opt-out in the account settings be effective across differ-

ent devices? [Yes; No, it’s for current device only; Not

specified; Other (please specify)]

73. Did the privacy policy describe the location of a data

deletion choice in the account settings? [Yes, No]

Step 13: Go to this described location in the account

settings or look through the main levels of the ac-

count settings for data deletion choices. Click links

which seem to indicate user choice or preferences.

74. Is there any data deletion option located in the account

settings? [Yes, No, Other (please specify)]

75. How many user actions (e.g., clicks, form fields, hovers)

are in the shortest path to completion to this data deletion

option?

76. Is it the same data deletion page that was presented in

the privacy policy? [Yes; No, it’s a different data deletion

page; There was no data deletion choice presented in the

privacy policy; Other (please specify)]

Logic: The following four questions are displayed if Q76

is not "Yes"

Step 14: Lastly, look through the main levels of the

account settings for other types of user choices. Click

links which seem to indicate user choice or prefer-

ences.

81. Did you find any other opt-outs in the account settings?

[Yes, No]

77. According to the information provided, what actions

can users perform related to data deletion? [Delete

their account permanently, Suspend/deactivate their ac-

count (data will not be permanently deleted right away),

Choose specific types of data to be deleted from their

account, Not specified, Other (please specify)]

78. Please copy and paste the specific types of data it indi-

cates. Use ";" to separate multiple items.

79. According to the information provided, does the website

suspend or deactivate your account before deleting it?

[Yes, there’s information that says your account will

be suspended; No, there’s information that says your

account will be deleted after a certain amount of time;

Not specified within the account settings; Other (please

specify)]

80. According to the privacy policy, after how long will the

data be permanently deleted? [Not specified, Immedi-

ately, One week, 30 days, 60 days, 90 days, 6 months,

Other (please specify)]

82. What other things can users opt out from in the account

settings? [Device info; All first-party cookies; Location

history; Profile activities/inferred interests; Sharing with

third parties; Google Analytics; Other (please specify);

None of the above]
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ABSTRACT
We conducted an in-lab user study with 24 participants to ex-
plore the usefulness and usability of privacy choices offered
by websites. Participants were asked to find and use choices
related to email marketing, targeted advertising, or data dele-
tion on a set of nine websites that differed in terms of where
and how these choices were presented. They struggled with
several aspects of the interaction, such as selecting the correct
page from a site’s navigation menu and understanding what
information to include in written opt-out requests. Participants
found mechanisms located in account settings pages easier to
use than options contained in privacy policies, but many still
consulted help pages or sent email to request assistance. Our
findings indicate that, despite their prevalence, privacy choices
like those examined in this study are difficult for consumers to
exercise in practice. We provide design and policy recommen-
dations for making these website opt-out and deletion choices
more useful and usable for consumers.

Author Keywords
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CCS Concepts
•Security and privacy ! Usability in security and privacy;
Privacy protections; •



Regulatory Background
The European Union’s General Data Protection Regulation
(GDPR) requires websites to provide several types of privacy
choices for European consumers and places a special emphasis



that the DAA’s AdChoices icon does not clearly communicate
whether or not an ad is targeted [41]. Additionally, NAI’s
opt-out tool led users to believe incorrectly that they were
opting out of all data collection [26]. Furthermore, these opt-
out tools rely on cookies, which can cause additional issues
for users. For example, when users clear their cookies their
opt-out preferences will also be removed in the process, which
would require them to opt out again [25].

Browser extensions that block advertising trackers only par-
tially resolve some of these issues. Studies have found that
internet users download blocking extensions for a better brows-
ing experience but still retain a limited understanding of on-
line tracking [24, 38]. Pujol et al. found that many users use
ad-blockers with default settings, which for some extensions
might not actually block all web trackers [36]. This suggests
that even with blocking extensions, people are not fully aware
of the ad opt-out choices they can exercise online. While users
state they want more control over tracking, they are reluctant
to engage deeply with respective tools [27, 39].

Prior research has largely evaluated controls for targeted ad-
vertising on the basis of compliance with industry guidelines
and users’ perceptions of what they do, but has not holistically
examined the end-to-end interaction required to use them. Our
study provides additional insights by looking more deeply into
how users discover targeted advertising controls, in the context
of how they are commonly presented on websites.

Data Deletion Choices
Few studies have evaluated data deletion mechanisms, and
thus there are few guidelines or best practices. Murillo et al.’s
2018 qualitative study examined user understanding of online
data deletion and expiration. They found that most participants
were aware of a “backend” to the data deletion process (versus
having an understanding completely based on user interface
components such as delete buttons and trash icons), and they
suggested that information about data deletion should use this
understanding to explain technical constraints of data deletion
and to help users understand data retention periods. They also
found that participants preferred to have context-dependent
control over the expiration of their data, rather than just having
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Figure 1. Terminology used to present relative frequency of themes.

details, such as name and address, that a small number of our
participants revealed during their interview. We conducted



ID Gender Age Education Technical Task 1 Task 2
P1 F 35-44 Professional majorgeeks runescape

P2 F 18-24 Bachelors wordpress internshala
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Figure 3. List of data rights available onrunescape.com which mislead-
ingly seem clickable.

Conversely,colorado.edu 's privacy policy contained links to
the three advertising opt-out tools in a single paragraph, which
led participants to at least see all three tools (even if none
actually selected all three, as discussed in the next subsection).

On phys.org a clear “Manage account” button visible on the
landing page of the account settings conveyed the correct inter-
action path to almost all participants assigned to the website.
However, some of the participants who clicked this button and
saw the setting to delete the account were unsure whether that
mechanism would also delete their data, and navigated away
from the page to look for other options. A statement indicating
that pro�le data will be erased permanently was not presented
until after clicking the initial delete button. However, once
participants saw this con�rmation they were assured that the
mechanism would accomplish their task.

Physical Action: Using Privacy Choices
Exercising privacy choices required a high level of effort from
participants, as measured by the number of actions such as
clicks, scrolls, and checkboxes in the interaction path of using
a choice mechanism. Certain practices used by the websites
in our sample made exercising choices more dif�cult.

High level of effort exerted in exercising policy choices
Figure 4 displays the number of user actions in participants'
interaction path when using privacy choices located in the
account settings and privacy policy. Using a choice mechanism
in account settings resulted in an average of 26.1 user actions
(min: 8, max: 43, sd: 11.5). Interactions using links in the
privacy policy had 37.5 actions (min: 11, max: 59, sd: 15.2),
on average, and those with text instructions in the policy had
57.6 (min: 18, max: 87, sd: 27.5). While policy links took
participants exactly where they needed to go, text instructions
were vague and required extra effort to �gure out what to
do. Furthermore, participants took many more steps than

text. However, it is still unclear which privacy rights listed can be
accomplished by the two mechanisms shown.

Figure 4. Number of clicks, scrolls, form �elds, check boxes, hovers,
and other user actions, averaged over all websites, in the participants'
interaction with account settings and policy choices.

the shortest, ideal path for completing a task. The shortest
interaction path for account settings mechanisms would have
taken 9 total actions averaged over the three websites, while
policy link choices needed 22.3, and policy text required 9.3.

Most participants who used the account settings mechanisms
on wordpress.com or phys.org said that they were easy to use
because of the simplicity of the setting. For example, P6
described the account deletion process onphys.org : “It said
delete my account which was pretty clear. And then there was
this other page that like made it very clear that that's what was
going to happen.”Some noted that these mechanisms were
easy to �nd. A few appreciated that, unlike another mechanism
they used, the account settings option would be applied right
away and did not require a response from the website. Nearly
all participants assigned to opt out of emails frommajorgeeks.
comalso found the mechanism straightforward or easy to use,
but most found the setting hard to �nd.

Participants who were assigned to tasks with privacy choice
links or text instructions in the website's privacy policy explic-
itly mentioned that they found these mechanisms hard to �nd
or that �nding them required too much reading. Reactions
to the data deletion request form onnytimes.com were mixed.
Most participants disliked being presented with many similar-
seeming options related to data processing, only being able
to submit one request type at a time, or having to manually
select 22 services from a list. However, others reported that
the policy was easy to �nd through the account settings and
the form was straightforward to use.

Unsubscribe links within emails were also considered straight-
forward to �nd and use. Participants highlighted user-friendly
features these pages that they encountered previously or dur-
ing the study. These included opt-outs that were automatically
applied without extra con�rmation or entry of their email ad-
dress, as well as interfaces that allowed users to select emails



from the website they would like to continue to receive (as
long as a button to opt-out of all emails was visibly present).

Choices require unnecessary user effort
Some practices used by websites for offering privacy choices
place undue burden on users. An example is requiring users
to submit written requests, a common practice websites use to
offer data deletion [15]. Participants had dif�culties articulat-
ing such requests. P4, who was trying to opt-out of targeted
advertising onwordpress.com, drafted a message to customer
service that asked



However, privacy controls for which a login is not essential
should also be available without requiring users to log in or
even to have an account.

Privacy controls could also be implemented as an interface
within web browsers, which in turn could convey users’ choice
information to websites in a computer-readable format. This
could allow for opting out once for all websites (the idea
behind the Do Not Track mechanism), or for all websites
that meet certain criteria. It could also save users the effort
of finding choice mechanisms on websites and instead allow
them to go to the choice menu in their web browser, where
they would be provided with available choices that could be
exercised through the standard interface.

Supplement with additional paths and in-place controls
Even after unifying choices in one place, websites should still
offer multiple paths to those controls so that they are easy to
find. Links to privacy controls should be placed anywhere
users might look, such as the account settings, privacy policy,
and website help pages. For example, all participants assigned
to the nytimes.com reached the deletion request form in the
privacy policy through the account settings, not the link in
the website footer mandated by the California Online Privacy
Protection Act (CalOPPA). Websites should ensure that if they
have multiple links or mechanisms they are consistent with
each other and lead to the same results.

Control mechanisms that are offered within the context of
how data is used by the website can also supplement unified
privacy dashboards. With email marketing, participants in our
study were generally aware of unsubscribe links in emails and
thought they were easy to find. Similarly, a few participants
recalled the ability to control targeted ads on a website by
interacting with the corner of an ad.

Reduce effort required to understand and use choice
Websites in our study imposed much of the effort required
to exercise privacy choices onto users. It was up to users to
distinguish between multiple targeted advertising opt-out tools
and figure out how to articulate written deletion requests. For
these choices to actually be useful, websites need to place more
effort into packaging them into simple settings offered through
the website. The mechanisms participants favored the most in
our study were toggles or clearly-labelled buttons offered in
the account settings. Such settings could automatically place
opt-out requests through commonly used industry tools such
as those offered by the DAA and NAI, or trigger database
queries to remove a user’s personal information.

How privacy controls are labelled and organized in a unified
privacy dashboard will impact their usability. Our study high-
lighted that imprecise navigation labels may confuse users.
Within a page, controls should be clearly organized and la-
belled. Websites should conduct user testing with the design of
their particular privacy dashboard pages to ensure that people
can find the information they need.

Bolster confidence that choices will be honored
Participants in our study were skeptical that privacy choices
would actually be honored by websites. Better communica-
tion about what exactly a setting does also could help relieve

skepticism. For example, phys.org stated the time period after
which account data would be deleted in the final step of the
account deletion process. Websites should also provide confir-
mation that a choice has been applied after users complete the
process. A confirmation message can be displayed within the
website itself if the choice is immediately applied. For choices,
such as email unsubscribes, that require time to process and
complete, at minimum there should be a confirmation message
that acknowledges the request and provides a clear estimate
of how long it will take to honor the request. For requests,
such as those for data deletion, that may take more time before
the choice is fully applied, the website should also send a
confirmation email.

Public Policy Implications
The recent enactment of comprehensive privacy legislation,
such as the GDPR and CCPA, require companies to not only
offer privacy choices, but also make them usable. Prior laws,
such as the CAN-SPAM Act, included requirements for pri-
vacy mechanisms to be clear and conspicuous. Our results
indicate that website privacy choices similar to those in our
study remain difficult for users to find and use, but that some
of these usability requirements are having an impact.

We observed that unsubscribe links within emails had better
usability relative to the user account and privacy policy mech-
anisms we studied. This is likely an effect of CAN-SPAM
Act requirements. From our study, it is apparent that unsub-
scribe links are widely used and that, over time, people have
learned to expect these links in the marketing emails they
receive. For other regulation to have similar impact, design

nytimes.com
phys.org
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