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weaknesses that plague their human designers, and they can be used to perpetuate and exacerbate 

discrimination and injustice.  

 

Agencies across the government need to take action to address these issues within their 

spheres of competence. I’d like to unpack some of my thinking about the harms of algorithmic 

decision-making and artificial intelligence that exist at the intersection of privacy and civil rights, 

talk about the tools and legal authorities we have at the Federal Trade Commission to address 

these harms, and how FTC rulemaking play a role.2  

 

I’ve been thinking about algorithmic harms in a few different ways. Poorly designed 

algorithms facilitate discriminatory harms through faulty inputs, faulty conclusions, and a failure 

to audit or test those algorithms for discriminatory outputs. But not all harms stem from design; 

algorithms can also facilitate proxy discrimination, enable surveillance capitalism, and inhibit 

competition in markets. Failure to closely scrutinize the impact of data-driven decision-making 

tools can drive discriminatory outcomes. 
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I also believe we should also look towards more creative enforcement of our FCRA and 

ECOA authority. For example, ECOA prohibits credit discrimination on the basis of race, color, 

religion, national origin, sex, marital status, age, or because you get public assistance. Everyone 

who participates in the decision to grant credit or in setting the terms of that credit, including real 

estate brokers who arrange financing, must comply with the ECOA. If lenders are using proxies 

to determine groups of consumers to target for high interest credit and such proxies overlap with 

protected classes, the FTC should investigate and, if appropriate, pursue ECOA violations.  

 

A bolder approach that I would like to see the FTC take is to incentivize creditors to 

make use of the ECOA exception that permits the collection of demographic information to test 

their algorithmic outcomes. ECOA permits and the FTC should encourage non-mortgage 

creditors to collect demographic data on most borrowers and use it to reduce disparities and train 

AI and other algorithmic systems to reduce disparities. Vanishingly few creditors take advantage 




