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Street to the FTC Emergency Assembly Area. And you'll remain there until your instructor 
returns to the building. Again there will be someone there to direct you. Hopefully that's not 
something we have to deal with.  

If you notice any suspicious activity, please let one of the staff know. And be advised today that 
the event is being photographed as it's being webcast. It's being recorded. So by participating in 
the event today, you're agreeing that your image, and anything you say or submit, may be posted 
indefinitely at FTC.gov or on one of the Commission's publicly available social media sites.  

Now we're happy to welcome all of those who are watching on the webcast today. We'll make 
the webcast and all the workshop materials available after the event. And we'll have a lasting 
record for everyone who's interested in these issues. And that should be posted two or three days 
after the conclusion of the event this afternoon.  

For those of you who are on Twitter, FTC staff is live tweeting today the workshop at 
#dronesftc. #dronesftc. So please participate. Be active.  

We have comment cards here in the conference room. Audience members will be able to submit 
questions, and workshop staff will collect cards and bring them up to the moderators. We will do 
our best to accommodate as many questions as we can today.  

And as a reminder, the public comment period will be open for 30 days after the event, until 
Monday, November 14th. I urge those who have issues that they'd like to raise to submit those. 
You can do that at the workshop website at FTC.gov. And again, that's until the 14th of 
November.  

And so aside from some of the folks you'll see today, this program wouldn't be possible without 
the work of a lot of people behind the scenes, a lot of folks here at the FTC. And so I personally 
would like to thank Fawn Bouchard, Crystal Peters, and Bruce Jennings, who've done an 
outstanding job making everything possible today. In addition, I want to thank all of the 
paralegal support-- Jessica, Amber, Annie, Joseph, Jen, and Bianca.  

And in advance, I'd like to thank all the panelists for being here today. We've got a great group of 
speakers who've come from all across the country. And we are very, very grateful that they're 
here to participate with us today. And so without further ado, I am pleased to introduce 
Commissioner Maureen Ohlhausen.  

MAUREEN OHLHAUSEN: I always have to make this a little down lower, or jump up or 
something. But anyway, thank you Jamie. I'm delighted to be here today to open the FTC's 
workshop on drones and privacy. Thank you to all the participants and attendees. And I hope you 
find the discussion interesting and educational.  

I also want to thank the staff for their considerable efforts in organizing this workshop. As a 
former head of the FTC's Office of Policy Planning, I know how much work it takes to put 
together a major workshop like this. And so while my remarks are just my own, and not 



necessarily those of my colleagues, I'm certain they share with me the gratitude that we have for 
such hardworking and talented staff.  

But let's start with some history. So if you see this picture, this stunning picture of San Francisco 
was taken from an unmanned aerial system in 1906. This is one of the most famous pictures of 
the aftermath of the 1906 earthquake, which was the first widely photographed natural disaster.  

Photographer George Lawrence strapped a 49-pound custom-built camera to a string of large 
kites and sent it up 2,000 feet over the San Francisco Bay to get this new perspective on the 
situation. And Lawrence used cutting-edge technology of his day. Now very few could afford to 
operate such devices. And today, drones put far more powerful technology into the hands of 
many.  

And as drones grow increasingly accessible to both commercial and hobbyist users, news stories 
have covered incidents of bad behavior by drone operators. And academic articles have outlined 
harms, and then posited solutions. And legislators and regulators have offered their own options. 
So in short, a conversation has begun. And today's workshop will contribute to that.  

So my goal today is to quickly zoom up and out, like Lawrence's photo, to provide a very high-
level view of this conversation about drones and privacy. Specifically, I want to place this 
conversation in the context of the much longer conversation about the privacy impacts of new 
technologies.  

Now new technologies often have major social implications, including for privacy. Indeed, it 
often seems that the more transformative a technology, and the greater its potential benefit, the 
greater concern about the social implications. As society adapts to new technologies, such 
concern often generates and drives policy conversations.  

These conversations are an important part of the cycle of social adaptation to technological 
change. In that cycle, a new technology first prompts social resistance, then gradual adoption, 
and finally assimilation. And through this process, society adapts. And this cycle has occurred 
over and over again in the area of privacy.  

Although society adapts differently to different technologies, such adaptations often include 
changes to social norms, and then sometimes changes to law or policy. So one terrific example of 
this cycle is captured in Samuel Warren and Louis Brandeis's influential article titled "The Right 
to Privacy." They wrote that article in part as a reaction to how reporters and others were using 
the then new technology of portable cameras. They opined that instantaneous photographs have 
invaded the sacred precincts of private and domestic life.  

Now Warren and Brandeis wrote those words in 1890, 16 years before Lawrence took the photo 
a San Francisco. Society has long since assimilated the particular wave of photographic 
technology with which Warren and Brandeis were concerned. In part due to thei





perspective. I hope they'll zoom out occasionally, and climb to the 2,000 foot view, and stay 



However with also the new technology being widespread, there's also a set of privacy and 
security concerns. And many of them are overlapping with some of the other devices, like 
smartphones and IoT. Unlike smartphones and IoT, very often the drone is not necessarily going 
to be on all the time, and not always on an individual person.  

But drones also have some unique properties. For example they can go places that an individual 
could not. And they can move independently, and some of them even autonomously.  

And then shared by both, there's the questions of any sort of networked or a computer platform, 
where you have need for authentication, access control, deciding what level of security, versus 
the ability to actually use the device. What happens when you collect video, audio, and other 
private information? If there is data being transmitted or stored, how is it encrypted? How is it 
protected? And then, of course, there's always the risk in the future of some sort of malware 
affecting that targets any sort of device like this.  

So our focus was basically to look at drones from this perspective of network technology that has 
these various privacy concerns. So what we did is we looked in our case at some three different 
drones under $200. They're popular in the hobbyist market. Our sample is representing sort of 
the general population of inexpensive drones that you can just buy off the shelf. And the general 
privacy principles that we're talking about, though, apply to drones in general. And other 
researchers have also looked at other drones that are at different price points looking for similar 
issues.  

So to actually talk about the research that was done over the summer, we're going to have 
Chrysm and Joe come up next.  



JOE CALANDRINO: OK. Just give this a moment. Am I coming through the microphone there? 
Actually, let's just turn these on, and I can do this. All right. Sorry. We're just having a minor mic 



And I'm going to hand over the laptop to Chrysm. And I'm going to load the control application, 
and have the drone fly up. And whenever Chrysm chooses, she's going to be the boss at this 
point. She can just make it fall back down again.  

So now I no longer have any sort of control link to this drone anymore. Strictly from that 
computer alone, the control has been disabled.  

Now we could have done something more sophisticated here. We could have sent commands for 
it to be able to fly in another direction, or do things like that. But for the simple point, I'm just 
showing that you have this level of control over the device. I think that this suffices.  

So with that, that will conclude the demos. And I'll just pass it back to Phoebe to wrap 
everything up.  

PHOEBE ROUGE: All right. So as we were saying, the same access that you have to other 
different computers and network devices, we have to this particular drone. And what that's 
resulted in is that any sort of other privacy concerns that apply to land-based computers can also 
apply to some of these drones.  

So for example, research has shown as far as the collection of MAC addresses. So MAC 
addresses are unique identifiers for devices. It's very easy for a wireless equipped Wi-Fi 
equipped drone to collect those MAC addresses if they're being broadcast.  

Similarly, Wi-Fi networks, when a phone, for example, let's say last night you stayed at a hotel, 
that hotel's network is saved on your phone. Later on that phone will then try to probe some 
probe requests over Wi-Fi looking to see if that network is in range. You can configure Wi-Fi 
adapters in a certain way such that you can see those probe requests. So in theory you could have 
a drone flying over a crowd for example, and figuring out that any number of them in aggregate 
had been staying at a particular hotel last night.  

You could also employ facial recognition software along with GPS tracking, where you could 
actually track individuals. You could figure out that a particular individual is present at a 
particular location, find out where in the world that is, and then track them over time.  

And there are numerous other issues that researchers have explored. So one of the strategies for 
preventing drones for entering restricted airspace is geofencing, where certain GPS coordinates 
are off limits. However, our research here has also shown that the GPS signal that the drone is 
using can also be modified so that the drone thinks it's somewhere else.  

Of course, just as with computers, fortunately there's also a large number of mitigation strategies, 
many of which are already employed and known. So first of all, you can secure the Wi-Fi signal 
such that the signal is encrypted, and that there is required a password in order to access it. You 
can encrypt the actual traffic to and from the drone.  

You can have access to the drone as a full shell, as they have now, but have an authenticated 
logon. You can also envision a secure pairing mechanism, where only a particular device is 



allowed to access the drone. You could also use some sort of custom control signal, rather than 
Wi-Fi, and many others.  

And certainly there's been a lot of movement in this direction by manufacturers, and even by 
hobbyists, who have had their drone, and decided, well, I do want to secure the Wi-Fi. So they 
figured out actually how to configure that.  

Of course, also there are going to be trade-offs. As with any other security concern, there may be 
trade-offs in functionality, lower battery life due to the encryption requiring extra processing 
power, and just general locking it down, restricting the ability of people to actually tinker with it.  

Overall though, we just conclude that there are definitely substantial potential benefits to this 
technology becoming widely available. But like any other new technology, it comes with a set of 





So this technology in the hands of people, just everyday people-- consumers as sometimes 
they're called-- is being used for incredible things. And I think as we now finally have a set of 
commercial rules, and as the technology advances, we're going to see more of the kinds of things 
that we actually aren't talking about-- not just agriculture and aerial photography, but a whole 
range of things. And it's very important for regulators and the government at the state, local, and 
federal level to enable people to use the technology in a reasonable way.  

KARA KALVERT: I would just add, I think one of things you also should think about is the 
ecosystem that this creates, and the platform it creates in terms of technology and the new 
capabilities. So it's not just that they're going to be using it for new and interesting uses, but 
people are going to build on top of this technology with new sensors. It really will embody what 
IoT-- it was mentioned the IoT, the internet of things, as part of the presentation. This is going to 
be a platform on which people, and whether it's recreational, commercial, civic, humanitarian, 
they are going to find ways to build on top of the technology, and create really new and 
interesting use cases, because you're going to have new capabilities.  

I think it's difficult for us to know exactly what those look like, just because it's difficult to 
predict what IoT will look like in a year, or how we're going to go with things like AI and 
automated vehicles. Those are all kind of developing the same type of technology at the same 
pace. So innovation will help drive many of these new devices in how they are going to be used.  

KATIE WHITE: When we think about drones today, do they resemble other technologies closely 
enough that when we talk about privacy, we shouldn't segregate them from the other sort of 
technology devices?  

GREG MCNEIL: So I actually think this is one of the more interesting questions to try and wrap 
our arms around. How people approach this technology oftentimes leads them to the particular 
legal conclusions that they have about it. And so we saw in the first presentation the analogies to 
these being flying cameras, or oftentimes flying cell phones, because privacy law and other 
technology laws are oftentimes balkanized, that would lead us to a series of conclusions about 
these devices. Whereas if we approached-- those are frankly toys that were hacked. If we 
approached sort of toy law, consumer protection law, consumer safety law, with regard to those 
devices, I think we might have a different approach to them.  

As another example, one of the questions that was brought up as a thought question for us was 
about the ability of those devices to pick up various Wi-Fi hotspots. And then we'd be able to 
trace back the location of that device. That may sound problematic if we analogize these to cell 
phones, where we'd be concerned about tracking of particular individuals based on their cell 
phones.  

However, if we liken them to aircraft, the FAA's perspective on this is that every aircraft, every 
manned aircraft, we can look up in the sky, you can point an iPhone app actually at the sky, and 
you can know the name of the aircraft, it's end number, you can know its location, you can know 
where it's headed. And so the frame and the lens through which we approach analyzing these 
issues, I think actually leads us to certain sets of conclusions.  



And I think the question that flows from that is are the existing sets of ways of looking at things 
correct, or might we need to, with these devices in particular, try and find the best aspects of law 
from a variety of different perspectives. And that might mean that certain elements of aerial 
surveillance law apply or they don't. Certain elements of IoT law or internet law apply to them. I 
think those are the challenging issues that we have to wrap our arms around. And so yes, there 
are a lot of analogies. And where you start from oftentimes determines what conclusion you're 
going to end up with.  

JERAMIE SCOTT: Let me just add onto that. And from EPIC's perspective, yes, drones are 
unique with respect to their implications for privacy. And that has to do with what was alluded to 
in the presentation before this, is that they're essentially aerial surveillance platforms that can 
have a bunch of different types of technology on them.  

And what has happened as drones have increased in popularity, they've become more accessible 







cinematography. And in many instances, the drone is just being used in place of a railroad track 
jib with a camera to fly a smooth pattern around the actors. Absolutely not being used for 
surveillance, and not for any nefarious purpose.  

And we don't know what the person was doing out when you were boating, but maybe they were 
looking for or wo



Second the larger concern I have is not so much individuals using drones, but it's commercial use 
of drones. And I think it's easy to project that drones will be used to collect information. I don't 
think we should sit on our hands and think and just wait for that to happen without thinking 
about what type of baseline safeguards could we put in place with something that we know is 
going to happen.  



GREG MCNEIL: So I've listened carefully to Jeramie's concerns. And I think they go back to the 
initial framing point that I raised earlier, which is about the perspective that you take when you 
approach this. And I think that a lot of what I heard Jeramie articulate were not concerns that are 
unique to unmanned aircraft, unique to drones, but instead are concerns that seem to be 
something bigger about what we need to grapple with as a society when it comes to technology.  

So for example, the Google car was sniffing Wi-Fi. I think it was inadvertently misconfigured to 
be able to pick up the Wi-Fi data, not that that was the intent of the operation. But that's about a 
car. And so we're using that as an analogy to say, well that's something that a drone might also be 
able to do.  

Well that actually sounds like some technology-enabled devices may be able to have certain 
types of harms that concern us. And so maybe then the way to approach this as we think about it 
is not about treating drones as unique or different, and launching off and going after drones as 
the target, because we're all now comfortable with cell phones, but instead ask ourselves a series 
of questions about how we feel about location sharing on any connected device, as opposed to 



KARA KALVERT: Well really quickly, I would like to go back just to the issue of the 
remoteness, and the idea that we just saw Congress pass into law a standard requirement around 
remote standard identification, and putting together some really thoughtful stakeholders on how 
you come up with those. As manufacturers, it's very important that we don't have really 
prescriptive standards, but rather we have what are we trying to accomplish. Again, if you're 
trying to accomplish the identification from ground to air, or if you're trying to accomplish it 
from a mile and a half away, those are the types of things that we need have a conversation 
about, and it needs to be all the stakeholders in the room in a transparent way coming up with 
those standards. So I think that there are, in my opinion, that's one of again the few unique areas.  

Again when you look at the whole range of technologies, when you think about online 



operator, what kind of rights does the operator have? What kind of information needs to be 
given? What are they doing? What are their technologies? What are their capabilities?  

I think that raises really interesting questions. And very sensitive information that you're asking 
to just be spewn about, whether or not it's on the internet, or by app. I think we have to be very 
cautious in protecting everybody's privacy-- not just a perceived privacy problem.  



And I actually don't I say agree with that. But I do agree with the idea that there needs to be 



And so I simply was using that. And it may not be a great example. But I think for many, many 





Then just three months ago, the Department of Interior came to us and said there are wildfires 
that don't get temporary flight restrictions. What can you guys do? No regulatory mandate.  

We crashed on the problem for a couple months. They provided us a data set. And within 24 
hours of providing us a data set, we turned to DJI. We said here it is. It's available to you. It's 
live. And the second that DOI becomes aware of a wildfire, a button is pushed at DOI, and it is 
deployed to millions of end users almost instantaneously. Again allowing innovation to move 
very quickly, rather than have these prescriptions that come from well-intentioned-- I'm not 
picking on anyone-- but well-intentioned prescriptions that actually slow innovation down, and 
slow industry down.  

I am convinced that within the next two years, most privacy problems and most safety problems 
will be addressed in such a way by this industry that people will say, wow, those devices are the 
way we should be going. Why isn't manned aviation doing the types of things that unmanned 
aviation is doing? I think we're going to find the same type of thing happening in privacy. But it 
can't be prescriptive-- certainly not from DC in a country as diverse as this.  

JAMIE HINE: So I just want to interject. So I did get a question. I know there were some 
question cards. And we have some available if folks have them. If you do a question, just raise it 



KARA KALVERT: Yeah, I think there are many opportunities to talk about how drones can 
improve, I think, particularly the education space is a really interesting one to consider. When 
you think about kids, and how they're learning to not only adopt and use technology in the 
classroom, but more importantly, how to build on top of the technology. And as I was saying 
earlier, about startups, about innovative young companies, many kids are starting these types of 
ideas and projects in their garages. And then they come up with a really innovative way to use 
the drone.  

So I think in terms of government, how do we ensure that our educational system is, one, 
producing scientists and engineers and folks who want to use these devices? But also, is there 
curriculum? Are there other things that we can be doing to make sure that classrooms have this 
kind of capability, this kind of technology? And how do they use it, and how do they build upon 
it?  

BRENDAN SCHULMAN: I have one specific thought to follow up. So I'm at the wrong agency. 
But I think it would be extremely useful if others, and with FAA, were to try to verify that the 
pilot sightings, the reports that we hear about drones near or at either at airports, or seen by 
airline pilots. Because it's very difficult for us and our partners to come up with solutions, like 
five-mile geofencing or other things, or height limitations, if we don't have verified, credible 
reports of what people are seeing.  

And if you look through the so-called hundreds of reports that the FAA has compiled, that 
they're just people calling in. In some cases, those are not airline pilots, the people on the ground 
at homeowner association saying I saw a drone, and I assumed the worst. And I called the FAA. 
And now it's one of the, whatever, 100 sightings or purported near misses. So we need better 
data from things like that in order to build the features that help address the problems.  

JAMIE HINE: I wanted to come back actually to Greg's point. So on the one hand, you were 
talking before about how we needed to define the harms. And then you made this comment about 
how in the next two or three years, we're going to see a lot of these privacy problems addressed 
through innovation technology. So I guess one of the questions to you is what are some of the 
technologies that are developing right now? And that's sort of presupposing that the industry's 
already defined what the harms are.  

GREG MCNEIL: Yeah. So as an example, go back to the airport example, when we first decided 



So next thing coming down the pipe that we'll see, and this is largely because the FAA has 
shifted from a prescriptive we know best approach, and we're going to pick one of the DC 
beltway bandit contractors to build a five year, $5 billion technology solution based on the set of 
requirements that they came up with first.  

Instead the FAA has shifted. So in the area of getting access to controlled airspace near airports-- 
that is to say, contacting the air traffic control tower, the FAA instead sent out a request for 
information. And what we've heard them say in some public presentations lately is they're 
looking for multiple vendor industry solutions. That is to say, to keep the competition in the 
marketplace, so people are rapidly innovating to try and make a better airspace system.  

I think we'll start to see the same type of thing happen even in privacy. So you could imagine a 
circumstance where-- and there were like 49 vendors that bid on that RFI. And so that's 49 
companies who have some way of connecting end users to air traffic control towers.  

So let's take a city like New York City. New York City has very unique concerns-- large 
buildings, micro-scale wind, privacy implications of flying drones adjacent to windows at the 
20th floor of a building where someone heretofore had never expected a device to be next to that 
window. And so New York's approach has largely been, we're just not going to allow these 
drones to operate.  

You can imagine that a year or two from now, when this air traffic control authorization system 
is rolled out by the FAA, that instead now people using drones in New York City might be able 
to let New York City know that there are NYPD, or the Port Authority or whoever it is, let them 
know that they're operating there, in the same way that when you want to film the Batman movie 
in downtown New York, you simply just can't decide to start filming. But instead you're pulling 
a film permit, or something like that.  

Now that's New York. New York probably needs something like that with the density of people 
that are in New York City. But if you tried to roll that type of solution out in suburbia from the 
Amazon distribution facility out to suburbia, or in agricultural areas, before one of 
PercisionHawk's drones is flying to do precision agriculture. That to me seems like it's a bit of 
overkill.  

And so what we want is technology solutions that are customized to the particular area based on 
a risk assessment, which might include the privacy harm. Because privacy is very different in 
Montana than it is in New York City-- just the expectations of privacy, the number of cameras in 
New York City. I think that changes based on geography. And we want to ensure that we have 
sort of extensible solutions that can be customized based on the particular areas in which the 
operations are taking place.  

So that's me projecting forward a little bit there. Which is not drone industry doctrinaire. I 
recognize some elements of it. Some people in the audience are giving me dirty looks. But I can 
see technology solving a lot of the types of safety and privacy harms that we're concerned about 
in the future.  



KATIE WHITE: We have a couple questions that have come from the audience. First is, how 
would you feel about legislation setting forth use restrictions? Surely we can agree that drone 
operators should not market to people based on their behavior as observed by drones, for 
example. So do you have any thoughts on that?  

JERAMIE SCOTT: I'll start, since I'm probably the only one that would support that up here. But 
yeah, EPIC would support use restrictions depending on what they are.  

The drones do have some capabilities to collect PII-- personally identifiable information. There 





BRENDAN SCHULMAN: No. I think they work well. We've seen, as I said, a prosecution in 
New York State under existing unlawful surveillance laws, which are not specific to drones. 
They apply to anything you used to unlawfully surveil someone.  

We've seen in various other jurisdictions, they have a different flavor. So maybe it's intrusion 
upon seclusion. Or it's sort of a anti-stalking or surveillance type of statute. And I think that does 
work well.  

KARA KALVERT: The one issue, again, in the name of privacy, some locals are proposing 
legislation that would limit very specifically the use of drones, and limit how they're operated, 
when, how high, by whom. And that's actually when you start to get into a patchwork of laws 
and regulations that actually could not only hurt safety, but really and truly hurt the safety 



great view of the ocean. The guy on the seventh floor is wanting to make America great again. 
And he hangs a Donald Trump mannequin in front of your window blocking your view.  

Whose air space is that? And who do you call? I don't know. Everybody's having nightmares. It's 
not Halloween yet. Sorry. One guy's not having nightmares. Keep going buddy.  

So that once I take the mannequin off the string, and the mannequin is now just a hovering 
Donald Trump drone, like has our analysis changed at all? Or are the harms that that person 
experiences there separate and apart from the privacy, something that probably needs to be 
addressed? And then the question is by whom. And I think that's going back to these first 
principles of addressing the harm. And I just really wanted to use a Donald Trump analogy, and 
so there it is.  

JERAMIE SCOTT: I think nuisance law might take care of that one, personally.  

GREG MCNEIL: So I think, Jeramie, that's a good first impression, right? That nuisance law 
might do it. Or privacy law, or Peeping Tom laws.  

But a lot of these laws are tied to is there a noise? So a lot of nuisance law is about noise 
measured in decibels. That's how it is in many municipal law sort of contexts. Or the Peeping 
Tom laws are oftentimes about whether or not a person trespassed to gather the image, which 
then brings us back to I get what a trespass is if I step on the land. But if I'm a millimeter above 
the land, have I trespassed? These are some areas where I think having a little bit of harmony in 
the state law approaches might help us to resolve some of these issues.  

KATIE WHITE: Is there a way short of regulations that the government can help incentivize 
companies to adopt strong privacy sort of protections in their products?  

GREG MCNEIL: Threaten to do something, but don't actually do it, which compels industry to 
act. But then once it falls apart, we've sort of acted, solved the problem, and now we don't have 
to deal with prescriptive regulations. That's I'm being very serious. I'm just being a little too 
blunt.  

BRENDAN SCHULMAN: I actually think we're doing it on our own. We put in GPS-based 
geofencing over three years ago. No one asked us to do that. So we've got protection for airports. 
We added prisons, nuclear power plants.  

We added temporary flight restrictions, the DOI wildfire information from their system. Nobody 
asked us to do that. We've got a height limitation. We've got automatic return to home on the 
battery, so it doesn't just fall out of the sky. It comes back and lands itself.  

I do think that even in the absence of a regulatory push or a threat, these things will be solved by 
us. We have an interest in good community relations, and having the technology be welcome by 
everyone, and used by everyone. So it may be helpful, but I think not necessary to have that 
push.  



GREG MCNEIL: You left out sense and avoid, too, and the advances there.  

BRENDAN SCHULMAN: Thank you, Greg. The new Phantom 4 has computer vision-based 
sense and avoid. If you fly it towards a wall or a person it will stop and hover instead of 
colliding.  

KARA KALVERT: As manufactures I think our incentives align, in the idea that we want people 
and consumers, educators, commercial operation, we want everybody to be comfortable with 
these types of devices. And so our incentive is there to make sure that you implement and use the 



aggregation of information in which information around you is in a database, and can be tracked, 
and we can aggregate that information in terms of where you were at, and figure out what you 
were doing, and things of that nature. So that's kind of the difference, is when we start getting 
into that mass aggregation of data, we have to start thinking, OK, about the privacy implications 


