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CORA HAN: All right. If folks could take their seats, we'll get started with this afternoon. OK 
everyone welcome back. Dan and I will be moderating this next panel, which will build on this 
morning's discussion, and explore how businesses and consumers perceive and evaluate the 
benefits, costs, and risks of collecting and sharing information in light of potential injury. The 
panel will examine the considerations businesses take into account when choosing privacy and 
data security practices. And also how consumers make decisions about sharing their information.  

So we are lucky to have a great group of panelists here with us for this discussion, and we will 
take questions at the end. So just as a reminder, there are comment cards available in the hallway 
and also with FTC staff inside the auditorium. And if you just fill it out, raise your hand, 
someone will come and get it from you. For those of you viewing the webcast, you can submit 
questions via Twitter. Now I'd like to introduce our panelists.  

So, closest to me is Omri Ben-Shahar, who is the Leo and Eileen Herzel Professor of Law and 
Kearney Director of the Coase-Sandor Institute for Law and Economics at the University of 
Chicago Law School. He teaches contracts, sales, trademark law, insurance law, consumer law, 
e-commerce, food law, law and economics, and game theory in the law, and writes primarily in 
the fields of contract law and consumer protection.  

Next to Omri, is Leigh Freund. Leigh is the President and CEO of the Network Advertising 
Initiative where she leads the organization's growth and helps set the agenda and strategic 
priorities. Leigh joined NAI in 2015 after an 11 year career at AOL where she served as Vice 
President and Chief Counsel for global public policy.  

Next, we have Jennifer Glasgow, who has served as a global privacy and policy executive for 
over 40 years. Originally with Axiom and most recently with First Orion Corp. She is very active 
in numerous international efforts to develop effective public policy with maximum 
harmonization across the world.  

Then we have Bob Grourley. Bob is Co-founder and Partner of the cyber security consultancy, 
Cognitio, which helps companies fight cyber crime and corporate espionage. He is the author of 
the book, The Cyber Threat. His first career was as a Naval Intelligence Officer, and he was the 
first Director of Intelligence at the Department of Defense's cyber defense organization.  

And last but not least, we have Katie McInnis. Katie is a Policy Counsel in Consumers Union 
Washington D.C. Office. Her work focuses on technology and the consumer's right to privacy, 
security, control, and transparency. Before joining Consumers Union in 2016, Katie served as a 
privacy and technology fellow at the Center for Democracy and Technology and in the 
Enforcement Bureau of the Federal Communications Commission. So thank you again to our 
panelists for joining us today.  



DANIEL WOOD: OK. So the format of this panel is basically going to be a loosely organized 
group discussion. And we're going to start off with some business oriented questions. And the 
first one is pretty broad. So what are the risks and benefits businesses consider when deciding 
whether and how to collect and share consumer information?  

LEIGH FREUND: You want to start?  

JENNIFER GLASGOW: Go ahead.  

LEIGH FREUND: OK. Good afternoon, everybody. Thanks for having us on the panel this 
afternoon. We're thrilled to be here. I represent the digital advertising industry here. And we 
represent third parties, first parties, and other companies involved in the digital advertising 
ecosystem. So when we think about the benefits and the risks and how companies are weighing 
the benefits and risk of the use of data that's collected online, we think through of the entire 
internet ecosphere. So revenues from online advertising support the free internet. I know that's a 
very broad statement. But we support and facilitate e-commerce, we subsidize the cost of content 
and services that consumers really value and expect. And this is a really, really valuable kind of 
benefit. We have to weigh that with the risk of what are we doing with consumer data and what 
our consumer expectations, which is something I think we'll get into in a little bit.  

We've got some statistics to share with you. 85% of consumers in a survey that was conducted 
by the DAA-- which is one of our fellow trade associations-- say that they prefer an ad 
supporting internet model so that they don't have to worry about paying for costs and services. 
And so online marketing has really big, direct, significant benefits for consumers. It helps them 
connect, create, publish. We're talking not just about Google and Facebook when we talk about 
the internet, but we're talking about my favorite hypothetical example which is joesknitting.com. 
We can support advertising that supports joesknitting.com to be able to reach their consumers 



them so that we can have responsible, but vibrant, data collection and use throughout the 
internet.  

DANIEL WOOD: Great. So actually to make things easier let's raise our name cards if you want 
to say stuff. But Jennifer, please go ahead if you're going to. Sorry.  

JENNIFER GLASGOW: You want me to answer the same question, right?  



DANIEL WOOD: Great. Bob, do you have, as a cyber security expert do you have a--  

BOB GOURLEY: Well, I would say that answers to questions like this I think vary from 
industry sector to industry sector depending on where you're at. For example, in the financial 
sector those companies are all built around trust especially if their consumer facing. So they take 
an approach where absolutely everything is evaluated from risk. Compliance is critically 
important to them. Any a heavily regulated industry compliance is extremely important.  

We all know compliance does not equal security. And compliance does not automatically reduce 
all risk of data loss, but compliance is extremely important. Because if you fail it can be a 
company crushing event. So I would say my approach to questions like this is to look industry by 
industry. There are other industries where you're collecting information that is already publicly 
available. You're just pulling together and using it slightly different. So if that information is lost, 
is that any risk? Does it hurt your brand at all? was all publicly available. And so the kind of 
question like this I think it's very important to figure out what's the business model in the 
particular industry, what are best practices for that industry, and then what's the right approach?  

DANIEL WOOD: OK. So is reputational injury important in advertising and privacy 
considerations as well?  

LEIGH FREUND: Oh absolutely. That's why we're here. I think what we represent is people like 
Jennifer's former company and others who came together recognizing that with all of this data 
comes great power and great responsibility, to use a Superman analogy. But I think that thinking 
through-- it wasn't Superman--  

BOB GOURLEY: Spider-man  

LEIGH FREUND: Spider-man. Sorry Yes. I'm sorry. I have my superhero's wrong. You can tell 
my kids are out of the house already. So I think that we've got a group of companies that are 
dedicated to responsible data collection and use practices because there's a need for that. 
Consumers have said that there is a need for that. Industry and regulators have recognized that 
there's a need for that. There's been some talk of legislation with no actual legislation enacted 
here in the United States at least. But we think about Europe and the data protection legislation 
enacted there.  

And so, yeah, I think especially in advertising. When you've got relationships with consumers by 
first parties but also the very backbone of that advertising community is made up of companies 
that are unknown to consumers. So it carries a bigger responsibility. So because you're not 
necessarily known to a consumer and you're collecting and using their information you've got to 
put certain safeguards in place. We have lots of safeguards in place through our self-regulatory 



data, and the types of consumer notice and choice that you have put around that, is really 
important.  

And so we base our code on the very basic principles of privacy, on the FIPS. And it centers 
around notice choice, accountability, and control. And so in advertising we think this is really 
important. I think when it comes to, like I said, the use of data to serve me a Nordstrom shoe ad 
just hypothetically is less injurious to me than the concept of somebody using something around 
HIV status, or gender identity. And so we've put guardrails around those things in our code to try 
to make sure that folks understand that they can trust. I think trust in advertising-- and I know a 
lot of what you folks have mentioned on earlier panels-- is the complexity of this environment. 
The data environment.  

I'll use an analogy that is not my own but I'll use it anyway in terms of developing trust. So you 
fly on airplanes every day. But you don't necessarily know every word of what those mechanical 
manuals say about how that airplane flies. You just have to trust that the people that do know 
what they're doing with it. And so part of our purpose and mission is to help that consumers will 
understand that people know this very complex digital advertising ecosystem and the data that's 
around it will do responsible things with it. And by adhering to our code and the code of the 
DAA and other self-regulatory orgs out there, we think that we are striking that right balance 
between innovation and protection.  

DANIEL WOOD: OK. So do businesses do-- I guess you've addressed this Leigh-- other 
panelists in your experience do businesses consider directly the injury to consumers?  

JENNIFER GLASGOW: I'm sorry. Consider what? There's an echo.  

DANIEL WOOD: Sorry. Do businesses directly consider the risk of injury to consumers?  

JENNIFER GLASGOW: I think they do but I think it's really difficult for them to understand 
what those risks might be. Certainly the ones that I've been involved in, whether it's Axiom 
where I was employed or whether it was clients that we were serving, would ask the question, 
what are the risks? And I think from this morning's panel if I had said either I as a Privacy 
Officer for the company, or the company themselves, probably would have not recognized over 
half of the risks that were actually-- or the consequences that were actually-- discussed this 
morning. So I think there's an opportunity to continue to educate the business community about 
how serious some of these risks really are. Because most of them at least-- and I'll totally agree 
with Bob that it does vary from sector to sector-- and how regulated, or what kind of compliance 
obligations fall on the company.  

But it is one of those situations where we need to understand all of the potential risks. And 





good data minimisation. So if you don't need the data, and you don't need it any longer because 
the person's bought the car-- 



watch GAFA. Watch where the big guys are going with privacy and protecting data. I think it's 
extremely important. So the question to ask yourself, what would GAFA do?  

DANIEL WOOD: OK. So we've heard the various factors businesses take into account in 
thinking about the risks and benefits. So maybe GAFA. The trust that the consumers are placing 
in them, the consumer expectations, compliance, and regulatory issues, and the concrete injuries 
possible to consumers. How well do these factors businesses consider correlated with potential 
injury to consumers? So how well do the various factors businesses think about when they're 
weighing whether and how much data to collect and share correlate with the potential injury to 
consumers?  



with from consumers. And that's highly concerning and that should be their priority. And that's 
what consumers expect. And yet we're not seeing that being fulfilled.  

And as far as misuse of data or privacy of consumer data, we're also seeing that that's not 
necessarily a priority. One good example is Uber's recent breach, right? They had a breach, they 
worked to cover it up, and then they also misused some internal data in ways that consumers felt 
was really, really creepy. And it led to some changes in their policies. And we see that change in 
their policies because they are consumer facing and they depend on this consumer trust. So yes 
both of these things should be important to companies, especially data security, but we're not 
seeing sufficient protection of either.  

DANIEL WOOD: OK. Leigh?  

LEIGH FREUND: Just a couple of quick things. One is when we think about our industry in 
general, I think it's important to keep in mind that without the consumer clicking on an ad none 
of this is here and none of this works. So obviously keeping the consumer kind of top of mind as 
we go through these processes is important. Whether or not we do enough is a matter for debate. 
But I do think it's important to think about-- Jennifer mentioned it's harder for some of the 
smaller c(s)-5 (m)-6  meone- 





Also personalized services are largely good. People enjoy them. There's both a great, private 
benefit. I mean this is a symposium about informational injury, but I think from a social point of 
view we really also want to think about informational benefits. Catherine Tucker, who sits here 
and we'll talk later did some work about the value of personalized surveys of digital medical 
records and the lifesaving effect that they have.  

I've looked at some work that is basically digital records and data collection in the auto insurance 
industry, and these pay as you drive arrangements-- that are by the way, prohibited in places like 
California because of privacy concerns-- and that value that they can bring. Some say estimate it 
could be as much as 20% reduction in accidents. When the insurance company knows how you 
drive, and when you drive, and how much, and where and how abruptly you stop and things like 
this, and changes the premiums accordingly, that creates maybe a privacy issue. But it also leads 
people to drive in a safer way.  

One estimate that I saw is a reduction of up to 20% in auto accidents. That's like 3,000 lives a 
year, I don't know, maybe more. There must be a very large privacy concern to override that 
benefit. And I'm not even talking about the fact that people who's pay as you drive habits are 
measured drive less. Another estimate is about 8% less. That's an enormous reduction equivalent 
to the $1 of carbon tax. So there is an environmental benefit. There's also a benefit here to low 
income drivers. They usually drive less so they will get lower premiums. All of that stuff comes 
as benefits that come from data collection that consumer, if they are enjoy them, are enrolling 
into. They like these things. That's the context of what the people realize.  

Of course, there are the bad things that people are either not aware of or when these things that 
hurt them. And I can say that this is considered by consumers as worse than other quote unquote, 
"fine print things" like termination fees and cell phone contracts, or warranty disclaimers, or 
things like this. To wrap up, consumers are aware that this thing is going on. They are not aware 
of the details and how advanced some of the collections are. But not concerned enough to buy 
privacy shields that are not that expensive and to protect themselves from these things.  

CORA HAN: Thank you. This is a great transition for us into sort of the consumer perspective, 
and how consumers weigh the risks and benefits in determining how to share their information. 
So Jennifer, and then Katie.  

JENNIFER GLASGOW: I'd like to propose that consumers have things they expect to happen. 
And I think security certainly falls into that category. We don't give them a choice about 
security. That's a must do. Whether we do it well or not is something we can debate. But then 
there are things that we should give consumers choice about. Online advertising as Leigh's 
organization has put forth. But I tend to be a bit skeptical about their understanding. And I think 
we need to separate notices and policies from understanding.  

I've been knocking around this information world-- and I started out on the technical side of the 
house many, many years ago-- and I find that even as a professional it's sometimes very tedious 
for me to understand what all is happening. And I think as we move into more big data 
applications, and more analytics, where decisions are being made by the analytics engine it's 
going to get even harder. So I feel like we're going to have to get industry to rally around setting 



guidelines like the marketing digital advertising industry has. The industry has to follow and that 
we don't have to ask the consumer choice about. Because there's a lot of research that shows that 
when consumers are given a choice, if they aren't sure about what they're really being asked they 
take no action. So that means the default becomes extremely important in terms of, is this going 
to be something that's allowed, or is this going to be something that happens, and they have an 
opportunity to stop.  

CORA HAN: Thanks. Katie.  

KATIE MCINNIS: I do think that there is an understanding that consumers have. To a certain 
extent they are trading information for a free service. I think people do generally understand if 
they sign up for Facebook, they're trading a certain amount of information away in order to use 
this free social platform. However, I don't think that that's always the equation here, especially 
when you have a number of unknown data brokers and other companies online that are collecting 
my data at a rapid rat



know it's wrong, like the OPM breach stealing my data. That was bad. It was horrible. But it had 
no real cost to me. Or the Equifax data breach. I got angry like $190 million other people 
because the data is out there.  

But as I thought about it, I realized that had zero impact on me. I locked down all my credit 
records anyway. It had a big impact on that company because they're in the business of selling 
my data, but that's not my business. It didn't hurt me at all. My data had already been stolen. And 
my social security number is out there. Why? Because I was in the Navy. And every year that I 
got promoted it was in the congressional record. Here's Bob Gourley, this social security number, 
achieved this rank. So with that data being stolen, it has zero impact on me. So how am I 
supposed to quantify that? And for me, I don't want any of my data stolen, but I have no way of 
understanding if there's a big breach what the cost to me is. I do want my privacy protected like 
everybody else. What I do is my business. But I'm not quite sure how to quantify, or put a 
number, on the impact of a breach.  

CORA HAN: Leigh.  

LEIGH FREUND: I just wanted to touch quickly on the ad blocking issue. Folks that don't want 
targeted advertising, many of them download ad blockers which actually block the 
advertisements that are on your site in general. I would say the answer to that is go to the NAI 
website and exercise your opt-out. But I will say that we've done a lot of work through some 
coalition building in our industry on the concept of ad blocking, and we're realizing that privacy 
is not the top reason that people are downloading ad blockers. It's not that they don't want 
targeted ads, it's that they don't want their data to be used. It's that they don't want a terrible user 
experience.  

And I'll suggest that when we use targeted or behavioral advertising and try to use data 
minimisation to not use as much data as we need to do that it actually creates a better online 
experience for users to get the same economic value out of a targeted ad. When you're not using 
data, you'd have to have 20 popovers, 20 pop-unders and some flashy, jiggly belly ads on the 



maybe it hasn't happened now and it's hard to quantify but it could happen in the future. Which is 
one reason why it's so hard, especially for regulators and other organizations, to really analyze 
and understand what kind of injuries these cause to consumers because it is so highly contextual.  

CORA HAN: Omri.  

OMRI BEN-SHAHAR: I'd like to touch on some of these issues that Katie raised. I think that the 
question to all of us, what I said and others, what do people care about? I think that that's the key 
issue. Not what do people say they care about, but what do they actually know when there is 
stakes on the line, care about. I don't think the FTC should listen to privacy advocates, or privacy 
skeptics, to alarmist or deniers in either side about saying, hey I download ad blocker. People We 
are not representative of anything.  

Also, I don't think that the FTC should listen very much to what people say in surveys they care 
about because they'll say they care about anything. There's a lot of things just don't add up. The 
question is what do their behavior shows when there are stakes, real stakes, on the line. When 
they have to make hard choices. What to spend the money on. Or what to sacrifice. Or what 
burden to take. What kind of popping ads and all sorts of these things flashing, non-personalized 
ads, to suffer through. So as to not be personalized then maybe they'll say, you know what 
maybe I don't care about it that much. I think these are the questions that determine whether there 
is an injury, in a sense, that is meaningful. Otherwise, it's all arm waving about either biased 
people that do not represent anyone, or people say things because the context they were asked. 
They say, oh yeah. Since you asked about data sharing, sure I care about it. What does that 
mean?  

CORA HAN: OK. So I wanted to build on both Omri and Katie's comments. Oh actually, Katie, 
did you want to?  

KATIE MCINNIS: Yeah, I just wanted to quickly respond to Omar.  

CORA HAN: Sure.  

KATIE MCINNIS: If it's OK. I take your point that survey data isn't indicative of what 
consumers are actually going to do. I hear your logic behind that, and I just want to counter that 
maybe there's something else going on here. Maybe consumers just don't feel like they have the 
tools to effectively make sure that their preferences are appreciated across many devices and 
services they use. Which is one of the reasons why the FTC launched their IoT contest last year 
was to try and come up with a way that consumers can control the different devices, and services 
they use within their home. To make sure that preferences are respected across platform and 
device.  

I think the consumers feel like they don't have a lot of tools. Which is, to be fair the industry is 
hugely fragmented, these policies are really, really long and hard to compare. And even when 
you're in the market for privacy protective service, like a virtual private network, is sometimes 
hard to know what kind of services you're actually receiving. CDT's recent work and complaint 
to the FTC highlights that even if you're presented with these statements of what it's going to be 







And I'll give an example of that that goes back many years. There has been a very, very high 
correlation between insurance claims and your credit worthiness. And across the states, many of 
the states, the legislators did not understand that correlation. Whether or not the industry did a 
good job of explaining it I can't say, but they didn't understand the correlation. So many, many 
states have passed laws that restrict the use of credit information relative to insurance claims. 
And so that is a valid statistical piece of information that would help-- it may not help an 
individual who has bad credit-- but it would certainly help those that do to differentiate good 
practices from bad practices. But we're barred from doing it today by law. So that's what you've 
got to be careful, the trap you don't step into.  

DANIEL WOOD: Katie?  

KATIE MCINNIS: So as far as consumer obstacles in this space, we've talked about the long 
policies and how it's difficult for consumers to evaluate those. We've also discussed the 
difference between a consumer facing organization and an organization that has no direct 
relationship with the consumer where there really isn't this array of opt in or opt outs even 
available to the user. And those are two huge obstacles to consumers. And another one is that 
they really do have a hard time prioritizing future risk of disclosing this information when they're 
facing an immediate problem setting up a new device, or a new service that they really want the 
service from.  

I think part of that is also due to the relative immaturity of our market. IoT devices offer a huge 
amount of functionality to users and they definitely want to take advantage of that. But a lot of 
times they're not able to even assess the security or privacy concerns within those devices, or 
adequately assess the privacy policies as compared to another device. Which is one reason why 
Consumers Union, Consumer Reports launched our digital standard last March to begin 
evaluating products and services under privacy and data security, but also in connection to the 
kind of services that these products can provide to you. So I may be wanting a new TV and I'll be 
able to assess the kind of colors, and richness, and use of the TV, along with the security and 
privacy of these TVs, and compare that to other models. And that really does allow the consumer 
to effectuate some choice where we're taking into account not only the service of the product, but 
also the kind of data and privacy security concerns.  

OMRI BEN-



just how it is so far, but we're trying really hard to catch up. And just evaluating the privacy and 
security of apps to me doesn't create a full picture, right? Even if I know that this might have bad 
privacy security I'm only using it for some limited use. So I might not really care. However, 
something that has more personal information or attracts my everyday life, like a calendar app or 
a fertility app, I would much more highly prize privacy and security in that case. And I do think 
that you have to present a holistic picture of these products and devices, which is what we're 
trying to do in the digital standard.  

But you can tell how hard it is because not only do you have to effectively assess the privacy and 
security And for our part we can't assess what's happening on the back end. We can only look at 
the device itself. So even then we're not even presented with a full picture of what the company 
is doing with your data. So I don't think it's failing, I just think that we're trying to catch up. And 
it's extremely hard, especially with the number of devices and products that are in the market. So 
we hope that we'll be able to change the marketplace, watch the space, and we'll be talking about 
some of our results in the coming year. But just because it's hard for consumers and hard for 
intermediaries to do this kind of work doesn't mean that we don't have an interest in it.  

DANIEL WOOD: OK, great. So let's step back a bit and ask maybe a related question. Is there a 
robust market for privacy products and services? Why or why not?  

KATIE MCINNIS: If I could just jump in on that. Yesterday Citizen Lab out of the University of 
Toronto released a new security planner tool, which is a personalized experience for consumers 
to go through and answer questions based on not only their concerns with their online data, but 
also the kinds of products they use quite often. And then it presents them with a hierarchical list 
of what you can do to help protect yourself online. And also gives an assessment of how much 
time and money it's going to take for you to implement these different choices.  

And that just released yesterday. We already have over 5,000 unique hits to the site. Which is 
showing that people really do want these tools, it's just really hard first of all, to effectuate these 
concerns of preferences across all of your devices, but also it's really hard to get a handle on your 
security online. And in some ways it's good to just highlight a few areas, which they are doing on 
their security planner tool. Also the number of individuals [INAUDIBLE] the survey results, as 
Omir pointed out, doesn't necessarily mean action, but people are very, very concerned and 
they've been pushing for better protections online. We saw the backlash after the Congress 
reversed the broadband privacy rule under the Congressional Review Act. People really care 



three biggest as far as I know are, Symantec has something called the Norton Core, Bitdefender 
has something you can put in your house, and then there's something provided by, let's see 
Norton, Bitdefender and Cujo, is another one.  

And what these things do is look at all of your internet of things devices, and see what's normal. 
They report back. So you have to opt in to information sharing. You have to trust that company. 
You pay them a couple hundred dollars a year and they have a team of people watching your 
devices. How many people are going to pay for that? A couple hundred dollars a year. That 
remains to be seen.  

I would also say that Jennifer reminded me of something, and that is the analytic tools that are 
out there now may very well be a key threat to privacy. Right now many of us have either the 
Android smart phones or the Apple smart phones. If you get a call sometimes it will say, this call 
is possibly Tina because of a email you received a year ago. It had that phone number in it. 
That's, in a way, creepy. That's not my contacts. They're going through my email and reading it 
through machine learning. Or you start up your car and you look at your phone and it says it will 
take you 44 minutes to get home from here. How does it know I was going home? Well because 
that's what I usually do that time of day.  

Now these are all examples of very discreet, little, machine learning, artificial intelligence 
solutions. But this stuff is growing now like it's on rocket fuel. If you look at Pinterest and what 
they can do now. If you pin an image they now have machine learning tools that can look at that 
image and say, that's not just a brown handbag, but here's exactly the type. And you may be 
interested in the following shoes. And did you know that when you were putting the image up 
there? And just watch this space of artificial intelligence and machine learning over the next 
three years. It really is on rocket fuel. And there are going to be privacy and security concerns 
that none of us have thought about. And that also applies to your medical data. There's going to 
be analytical tools that look over all your medical data. And all of a sudden you get called in for 
a meeting with the doctor you weren't expecting. And maybe that's good, maybe it's not. So 
there's so many of these issues that we just haven't thought through yet.  

DANIEL WOOD: Omri? I think Omri was first.  

OMRI BEN-SHAHAR: Well, as Bob mentioned there are options that are sold in the market to 
enhance one's sense of privacy and data protection, maybe also for security. Not an expert on that 
but I have this strong sense that if there were demand there would be supply. I recall that when 
the previous FCC was enacting its privacy rules, and I looked at it and I noticed that companies 
like Comcast and AT&T are offering no data collection packages Premium packages. It's just 
$25 more per month. And yet, if I recall correctly, not many people were purchasing these 
options. Suggesting that one of two things can happen. Maybe people really want it but they 
don't understand. Or people don't want it. I don't think that we can just proceed by saying, no 
matter what the evidence is we'll say, oh people just don't understand. If they did, they would 



And one other quick observation is. A study that was done, my colleagues looked at the privacy 
practices of different websites, and they found that websites that deal with more sensitive issues 
have heightened privacy practices. For example, adult sites don't share information. Cloud 
computing sites have security measures relative. It's all relative. The only explanation for this is 
that there is some response to what these sites perceived to be priorities of consumers. So I 
would call that some form of a market response.  

DANIEL WOOD: Jennifer?  

JENNIFER GLASGOW: Just real quick. I'd like to differentiate privacy products that are 
directed to the consumer versus privacy products that are directed to the business. I'm a little 
skeptical that we're going to ever see really widespread adoption of the consumer products for all 
the reasons that we've been talking about. But I think the business community is very hungry for 
privacy enhancing technologies and products that they can build into their products. Because it 
may be far more tedious to develop the same kind of encryption or other type of activities that 
you would want to make more automated. So I encourage the development of commercially 
oriented privacy products.  

DANIEL WOOD: OK, great. So I think we're going to move on to audience questions. The first 
one, which is maybe to the business folks, but feel free to answer it. Anybody. Is how do the 
panelists define or quantify reputational harm?  

JENNIFER GLASGOW: Well I'll jump in there. I think reputational harm is a harm that's 
evolving, and it's evolving in a pretty rapid rate. If you think about it, it varies whether we're 
talking about harm to an individual or harm to the business entity. Because reputational harm 
could come from both. We've had reputational harm in the business community from security 
breaches. Although, I'm sad to say-- and I don't have statistics to back this up, this is just my 
personal assessment-- that I think people are getting a little immune to security breaches because 
there are so many of them. And therefore, it is less of a differentiator from a company that has 
had one or hasn't. And I think that shows consumer has given up. They don't know what to do 
about it. They can't fix it. And even if they're, as Bob described, a victim, then they're not really 
sure whether there's anything to get panicked about or not. So I think that we've got a lot of work 
to do there.  

DANIEL WOOD: Anyone else? No? OK. So the next question is, do our consumers suffer the 
same informational injury? For example, Professor Ben-Shahar said that no rational consumer 
would want to be burdened with privacy and data security choices. But if consumers desires are 
actually more diverse might some consumers actually be injured by the deprivation of that choice 
even if others are not. Do you want to?  

OMRI BEN-SHAHAR: Sure. I want to correct that the understanding of what I said, or what I 
intended to say. Some consumers might want to be quote unquote, "burdened," with these 
choices. And I think few, if any, would want to make choices on all aspects of the consumer 
transaction. And there are many, many of them and there are many such transactions. There's just 
not enough time-- and people have studied that-- not enough time during the day to make these 
kinds of choices affirmatively. Some things you need to let go and not make a-- for some people 



maybe the important thing is to choose are data privacy-- For others it might be other aspects of 
the deal. Maybe not necessarily that-- I don't want to say about what the ratios are because I 
haven't seen anything credible about that-- I mean people say that they want to but you know 
they don't behave as if they do. Any attempt to try to simplify the entirety of the privacy policies 
into something like nutrition labels. To make it possible for people to choose privacy like they 
choose food.  

I'll just say in parentheses, I can't resist, there is no evidence that the nutrition labels changed 
people's diets in any meaningful way. But there is a strong perception that they do and that this is 
a model to choose. I tested that in my own work to try to create these kind of labels and to put 
people in a very nasty privacy setting where they should really worry. And to see whether they 
behave differently when they are treated to these really friendly warning boxes, as opposed to 
very cluttered privacy policies. And unfortunately found in a very large study no effect. So it 
adds to my concern that people generally view these kind of decisional aids as burdens.  

DANIEL WOOD: OK. Katie?  

KATIE MCINNIS: I would take Omri's burden and reclassify that as agency. A lot of 
consumers, as we've stated, don't feel like they have any control over their data and some of the 
only ways that they can even try to effectuate their choices are through these opt ins and opt outs. 
And in some cases we've even seen, as we saw in the recent courts article, sometimes those 
preferences aren't even followed by the company. So consumers really desire these tools. Yes, I 
think that the array of products that they interact with in daily life that really does tire the 
consumer out to make all these decisions. I would agree with you on that. But I also think that 
this is one of the few ways that you can really try to have some agency over the data that you're 
sometimes sharing without your permission.  

And I would also emphasize that while for many consumers their privacy of what they're doing 
online or sharing with companies may not be a huge concern for them, members of commonly 
persecuted groups, or outlier groups, definitely have a huge interest in their privacy of the 
communications and actions online. Especially when we're looking at social organizers, or 
protesters, who are looking to effectuate change and the larger status quo, you definitely do have 
an interest in your privacy and your security online. And I think that if you didn't have that we'd 
see a huge chilling effect online. The NTIA did a study and found that since consumers feel so 
unsecured online they've actually change their practices online. Right? And that's even before net 
neutrality is taken away, before broadband privacy was taken away. So consumers are 
concerned, they just feel this lack of control. And it's up to us and to regulators to provide more 
control, more agency for these consumers, not less.  

DANIEL WOOD: OK. I think we have time for one more question. And then we'll leave for a 
few minutes for last words from the panelists. How can industry and the FTC manage data 
mishaps? Audits? Who is the auditing agency question? For reference, my teenager weighs risks 
daily, yet often makes decisions based on what she'll get away with. Anybody want to take that?  

KATIE MCINNIS: Unfortunately, the FTC has a retroactive authority to act on these matters 
except under a couple instances such as COPPA. My personal dream is for the FTC to have more 



rule making powers so that we don't have to act after the fact, and after an injury has occurred in 
many cases. And I think that although we have a fragmented privacy regulatory environment in 
the US as we've seen under COPPA and other regulations, we've also mentioned some of the 
constraints on financial transactions. I think the consumers really desire more privacy and 
security over the data, and I wish that we had better-- although the FTC has had a great track 
record I'm not diminishing that-- I think that we do look for better regulations and better 
protections at the federal level especially since consumers have so few tools at hand.  

DANIEL WOOD: OK. Anyone else?  

CORA HAN: OK. Then let's move on to final thoughts. I will just go down the row and you 
could take about a minute to give us any of your concluding remarks. Let's start with Omri.  

OMRI BEN-SHAHAR: Well, I'll say one thing. The ideas that I shared today were largely 
skeptical about what evidence do we have about injury? I don't want to sound, to deny the 
possibility, that good evidence would demonstrate that there is injury. I guess my main 
contribution I wanted to be a suggestion to the FTC that to the extent that you identify something 
that needs to be done, that choice of regulatory technique is not transparency, informed consent, 
give consumers control, improve their privacy policies, improve the format, give it in real time. 
All of these things have been tried endlessly in so many other areas including in privacy. And the 
performance of these tools is abysmal. They don't work. So if there is an injury to worry about, 
please let's not worry about it through the tools of transparency.  

CORA HAN: Leigh?  

LEIGH FREUND: Yeah. Thank you again for having us. I think I'd like to kind of focus us back 
on the purpose of the workshop here which was trying to define what informational injury is, and 
whether or not we can do anything about it either at the FTC or in other places. I think we heard 
wildly different opinions from experts on what was an injury on the last panel. And I want to 
really kind of focus on are we using data in a responsible way? Are we giving consumers power 
over their use of data? And how are we doing that in a way that mitigates both the risks and the 
benefits, and that not only to businesses benefit but consumers benefit? And I think weighing 
those risk factors and the benefits and the risks together. Injury is a really big word and it's very 
difficult to quantify. But I think we've gotten some insights today into how serious something 
needs to be in order to call it injury. And the rest of it we put guardrails around to make sure that 
people are using data responsibly in our industry.  

CORA HAN: Thank you. Jennifer?  

JENNIFER GLASGOW: I'd kind of summarize by saying, first of all I think when having these 
conversations you've got to deal with security issues in one bucket and you've got to deal with 
appropriate use of information and another bucket. I like to think of the appropriate use of 
information as introducing ethics into that. And we have lots of models in various industry 
sectors, legal sector. Many of you may be lawyers are familiar with ethical approaches to things. 
And I think that there is a play there that we can begin to adopt when it comes to various pieces 



of information, as opposed to writing hard and fast rules about what you can and can't do. I agree 
with Leigh. Let's identify the really serious stuff and deal with it. But there's a lot in the grey.  

The last thing I'll say is I think businesses are going to have to step up to doing more. This ties 
not just into the concept of security but maybe more importantly, into the concept of how they 
use information and/or how they share information, and what they've done to satisfy the 
expectation of the consumer, and what they've done to give choice to the consumer. Because that 
is the entity that will make those calls in the end. And I think we're going to have to take some 
things off the table from the choice scenario. I don't want to have to give 50 choices when I buy 
my connected car because that's how many sensors are in the car. I want maybe three or four 
choices, and the rest of it I want the car manufacturer to stand behind their decision to allow it or 
only use it in certain situations and so on. So I think we have to be cautious about giving 
consumers choices where there are varying differences in opinion and just helping them make 
the right choice when they're not.  

CORA HAN: Bob?  

BOB GOURLEY: OK. So first I'd say, hey I'm with her. Jennifer, I just really believe all that 
stuff. It's very important to consider both the security aspects and the inappropriate use and 
appropriate use of data aspects. It's very important. And she's also the one to first brought up the 
analytics, and the future of analytics, and the artificial intelligence is really going to be critically 
important. So man



I also want to emphasize that Consumers Union and Consumer Reports, which is the same thing, 
is really looking to try and provide consumers with more agency and more ability in the 
marketplace to really decide what kind of products and services you want to use. Based not only 
on the services that they provide, but also based on the security and privacy of those services. 
And we hope that we can help change the marketplace so it is easier for consumers. And so that 
we don't have to get tired out by all these different disclosures, even though I personally see that 
more of agency issue than a burden. And I want to point you all to the security planner from the 
University of Toronto Citizen Lab, which can help each and every one of you effectuate some 
privacy and data security protections while online. It can be tailored to you. And thank you Cora 
and Dan for organizing this panel.  

CORA HAN: Great. Thank you. Please join me in thanking our panelists.  

[APPLAUSE]  

It was a great discussion. And we will be on break until 3:30, when our last panel on measuring 
injury will begin. 


