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violence, stalking, and emotional distress.14 And more broadly, 
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will be unfairly subjected to adverse employment actions like pay cuts, discipline, or even 
termination.22  

3. What is the role for the FTC? 

What is the role of the FTC in all of this? The Commission’s primary enforcement tool is Section 
5 of the FTC Act, which prohibits unfair, deceptive, and anticompetitive trade practices. As the 
nation’s leading privacy regulator, the Commission has years of experience addressing some of 
the most pressing privacy and technological issues facing the American public. The 
Commission’s recent actions addressing AI facial recognition technology23, data brokers24, and 
health apps and websites25 demonstrate that the FTC will not hesitate to combat emerging 
privacy harms and other abuses in the marketplace. The same applies to worker surveillance. 

Indeed, the Commission is actively using the FTC Act to stop unfair, deceptive, and 
anticompetitive trade practices as they affect workers. For example, in 2021, the Commission 
resolved a case against Amazon, in which the FTC alleged that Amazon failed to pay tips to 
delivery drivers. The settlement required the company to turn over $60 million to compensate 
affected drivers.26 Just last year, the Commission resolved an action against HomeAdvisor for 
making allegedly deceptive statements to contractors and other service providers who used the 
platform to find customers. The company was required to pay up to $7.2 million in redress.27 
And last year, the FTC proposed a new rule that would ban firms from imposing noncompete 
clauses on their workers. 28 

As worker surveillance and AI management tools continue to permeate the workplace, the 
Commission has made clear that it will protect Americans from potential harms stemming from 
these technologies. For example, in a 2022 policy statement on gig work, the Commission made 
clear how the FTC Act can apply in the worker context. In that policy statement, the Commission 
emphasized that companies may violate the FTC Act if they, for example, deploy surveillance 
technology to monitor gig workers’ every move without transparency about how it impacts pay 
or performance evaluation.29 And just last year, the Commission issued another policy statement 

 
22 The FTC’s recent action against Rite Aid illustrates the potentially harmful consequences from AI tools 
generating inaccurate outputs. See FTC v. Rite Aid Corporation, 2:23-cv-5023 (E.D. Penn. Dec. 19, 2023), available 
at https://www.ftc.gov/legal-library/browse/cases-proceedings/2023190-rite-aid-corporation-ftc-v. 
23 Id. 
24 FTC v. Kochava Inc., supra note 11; In re X-Mode Social, Inc., supra note 12.  
25 US v. GoodRx Holdings, Inc., 23-cv-460 (N.D. Cal. Feb. 1, 2023), available at https://www.ftc.gov/legal-
library/browse/cases-proceedings/2023090-goodrx-holdings-inc; US v. Easy Healthcare Corp., 23-cv-03107 (N.D. 
Ill. May 17, 2023), available at https://www.ftc.gov/legal-library/browse/cases-proceedings/202-3186-easy-
healthcare-corporation-us-v; In re BetterHelp, Inc., C-4796, available at https://www.ftc.gov/legal-
library/browse/cases-proceedings/2023169-betterhelp-inc-matter.  
26 In re Amazon.com, Inc. and Amazon Logistics, Inc., C-4746, available at https://www.ftc.gov/legal-
library/browse/cases-proceedings/1923123-amazon-flex.  
27 In re HomeAdvisor, Inc., D-9407, available at
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on biometric technologies, like facial recognition and iris scans, warning that companies that 
make deceptive statements about biometric technologies, fail to inform users about its use, or use 
biometric information in ways that are likely to cause harm without taking reasonable measures 
to mitigate injury may violate the FTC Act.30  

To understand what the Commission expects from worker surveillance tools that collect sensitive 
information like geolocation information and biometrics, we can look to recent Commission 
actions against companies deploying such tools in other contexts. Last month, the Commission 
resolved an action against data broker X-Mode Social over allegations that the company sold 
consumers’ precise geolocation data, including visits to sensitive locations, without reasonable 
safeguards to prevent misuse by third parties downstream.31 The Complaint also alleges that the 
company failed to obtain or verify consumers’ informed consent for the collection, use, and 
disclosure of their location data.32  

The Commission also recently charged pharmacy chain Rite Aid with recklessly deploying facial 
recognition surveillance technology that erroneously tagged consumers, in particular women and 
people of color, as shoplifters.33 The Complaint alleges that these false tags led to innocent 
consumers being followed by store employees, being asked to leave stores, and even having the 
police called on them. Among other things, we alleged that the company failed to conduct 
reasonable testing of the technology, failed to properly train those charged with using it, and 
failed to periodically assess the technology to identify and mitigate risks.34   

The principles from these cases apply with equal force to individuals subjected to surveillance on 
the job. After all, a consumer’s right to be protected from privacy harms and other injuries 
doesn’t evaporate the minute they enter a factory or log into their computer. Companies that 
mislead workers about worker surveillance technologies, that fail to be transparent with workers 
about their collection of personal information, or that deploy technologies in ways that harm 
workers without corresponding benefits may face liability under the FTC Act. 

 
firms on notice the vast collection of worker data through surveillance tools implicates several other laws and 
regulations enforced by the FTC, including the Safeguards Rule and the Fair Credit and Reporting Act).  
30 FTC, Policy Statement of the Federal Trade Commission on Biometric Information and Section 5 of the Federal 
Trade Commission Act (May 18, 2023), available at https://www.ftc.gov/legal-library/browse/policy-statement-
federal-trade-commission-biometric-information-section-5-federal-trade-commission.  
31 Complaint at 3, In re X-Mode Social, Inc., No. C-XXXX (FTC Jan. 9, 2024), available at 
https://www.ftc.gov/system/files/ftc_gov/pdf/X-Mode-Complaint.pdf. 
32 Id. The proposed order obtained by the FTC prohibits X-Mode from selling sensitive location data as well as 
requires the company to ensure that consumers have provided informed consent to the collection, use, and sale of 
their location data – if they don’t, X-Mode can’t use it. In re X-Mode Social, Inc., No C-XXXX (FTC Jan. 9, 2024) 
(Provisions II, VI and VII), available at https://www.ftc.gov/system/files/ftc_gov/pdf/X-Mode-D%26O.pdf 
33 See Complaint for Permanent Injunction and Other Relief at 11-13, FTC v. Rite Aid Corporation, 2:23-cv-5023 
(E.D. Penn. Dec. 19, 2023), available at 
https://www.ftc.gov/system/files/ftc_gov/pdf/2023190_riteaid_complaint_filed.pdf. 
34 Id. at 11-23. The proposed order in the case bans Rite Aid from using any facial recognition surveillance 
technology for five years. And if the company elects to use any biometric surveillance in the future, it must 
implement rigorous safeguards to prevent harm to consumers. Proposed Stipulated Order for Permanent Injunction 
and Other Relief, FTC v. Rite Aid Corporation, 2:23-cv-
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Finally, under Chair Khan’s leadership, the Commission is also taking steps to ensure that the 
FTC has the resources and expertise to address harms workers face from surveillance tools. We 
are doing this in two ways.  

First, the Commission is forging relationships with partner agencies in federal government with 
expertise in the labor market. In the past two years, the Commission has entered into memoranda 
of understandings with both the National Labor Relations Board and the Department of Labor, 
recognizing our shared interest in protecting workers and, among other things, addressing the 
impact of algorithmic decision-making in the workplace.35 

Second, the Commission is increasing its in-house capacity to investigate and analyze new 
technologies. In particular, last year the Commission voted to create the Office of Technology to 
build on the expertise at the agency and ensure we have the resources and skills to take on 
emerging technological developments in the marketplace.36 Since its creation, the Office of 
Technology has recruited some of the best technologists – not just in government, but in the 
country – with a diverse range of backgrounds and expertise. Attorneys, economists, 
investigators, and other Commission staff work hand in hand with technologists every day to 
better understand new technologies, assess trends in the marketplace, and elevate our 
enforcement work.  

* * * 

In


